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ABSTRACT

Over the years devices such as fuse cards and smart meters have been incorporated into the

electric power distribution systems infrastructure to record the status of the system. These de-

vices record the details of outages and load. This thesis shows how this utility data can be pro-

cessed to offer insights into the resilience and load composition of electric power distribution sys-

tems.

This thesis quantifies the resilience of power distribution systems using historical utility data.

Resilience concerns the power system’s response to stress from an external disruption such as

bad weather. A resilience curve describes the accumulated outages and restores that occur in the

power system as time progresses in response to the disruption. Several works have used resilience

curves to model the power systems response before, during, and after a disruption. We developed

a method of systematically detecting and extracting resilience curves from utility data. This al-

lows resilience events of all sizes to be analyzed. It is common to divide idealized resilience curves

into distinct time-dependent phases, such as outage and restoration phases. We defined these

phases for resilience curves extracted from the utility data and calculated metrics for each phase,

such as restoration duration, outage duration, recovery rate, and outage duration. The resilience

curves are grouped in small, medium, and large sizes to determine the characteristics of curves

with similar sizes. Resilience metrics were extracted from the curves for each group size, giving

the probability distribution for each metric and its mean, standard deviation, and percentiles.

The quantified uncertainties in the metrics assist utilities with giving upper bound estimates on

metrics such as restoration time and customers hours impacted.

The extraction of resilience metrics from the resilience curve using phases does not address the

issue of outages and restores overlapping in time, and in our data these processes substantially

overlapped. Our approach provides an innovatively simple and effective way to decompose re-
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silience curves into a restore process and an outage process. Metrics for each process can then

be calculated. Mathematical formulas were derived to fit the data and extract the metrics, such

as outage duration and restore duration, as a function of the number of outages. The variabil-

ity of duration resilience metrics was calculated from the decomposed processes. For each num-

ber of outages, the mean duration and standard deviation determined a gamma distribution

and the upper bound of a 95% confidence interval was calculated. A function from that fitting

was derived to estimate an 95% upper bound of the duration based on the number of outages.

Similarly, we were able to extract the restore and outage processes from resilience curves and

derived mathematical formulas for customer hours lost and risk as a function of the number of

outages. These new approaches to deriving and analyzing metrics are a novel statistical analysis

that works with practical utility data, avoids the complexities of modeling an individual repair

process, and applies decomposition to solve the problems of overlapping processes.

The thesis also processed some transmission system utility data, showing how to obtain useful

detailed records from a public website, and examining the weather impact on cascading outages.

We also developed software that processes and analyzes advance metering infrastructure (AMI)

data for small utilities. AMI data is a recording of energy consumption for distribution customers

at the building level and can record the energy consumption as finely as per minute. A deploy-

able tool was developed to aid small utilities with processing AMI data. One analysis in the tool

is the capability of classifying customers based on consumption. This analysis uses k-means clus-

tering to group the customers based on load. A comprehensive breakdown of the load consump-

tion is another analysis feature within the tool. The hourly load consumption is broken down

into the contributions of each customer class. The tool was developed to provide small utilities

with the capability to clean, analyze and export their AMI data.
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CHAPTER 1. GENERAL INTRODUCTION

1.1 Research Motivation and Problem Statement

Power outages disrupt daily tasks for utility customers, including businesses and the public, re-

sulting in income and productivity losses. Ideally, the power system should be able to self-recover

during a disruption by rapidly detecting faults, minimizing impact, and quickly returning to nor-

mal. A number of factors contribute to outages, including aging equipment, animals, and harsh

weather, resulting in higher resilience expenses for power system utilities [1–4].

Over the years, resilience and reliability research has increased to capture the self-healing ca-

pacity of the power systems. Utilities use reliability metrics to measure the power system’s re-

liability. Many utility metrics are available: the System Average Interruption Frequency Index

(SAIDI), Consumer Average Interruption Duration Index (CAIDI), and System Average Inter-

ruption Frequency Index (SAIFI), and researchers are focusing on EENS (Expected Energy Not

Served) and LOLE (Loss of Load Expectation) [5]. All of these are utilized to evaluate the sys-

tem’s average performance over the year [5, 6]. It is worth noting that resilience metrics are dif-

ferent from reliability metrics. While reliability metrics examine outages and restores throughout

the year, resilience metrics consider only how the system responds during a resilience event. As

far as customer impact is concerned, reliability metrics often omit extreme events, whereas re-

silience metrics describe how these grids respond and recover during times of severe events [7, 8].

While reliability metrics are oriented toward high-probability and low-impact events, resilience

metrics are oriented towards low-probability and high-impact events [5, 8]. Indeed the literature

examining real data focuses only on the most extreme events. In doing so, they neglect the con-

tribution of information from lower probability but still impactful resilience events. Considering

only the extreme cases also limits the number of observed cased. The use of reliability metrics in
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combination with new resilience metrics can improve the description of both resilience and relia-

bility of the system [9, 10].

All utilities strive to supply their customers with reliable and steady power, but they prioritize

restoring power safely and efficiently when outages occur. Restoration is expensive and complex

because of several variables, including scheduling, interdependencies between areas, and spatial

considerations. Utility companies are unable to accurately predict outage event duration be-

cause of complexity, as was discussed in [11, 12]. The ability to provide resilience metrics such

as restoration times with a degree of confidence will allow utilities to better serve their customers

and prepare for outages [13].

Quantifying system resilience is a popular topic of study between many fields [13–18]. In en-

ergy, economy, telecommunications, and cyber-security infrastructure, simulation and model-

ing have been used to identify weaknesses [6, 14] and improve system performance under ex-

treme conditions [19–21]. Many studies have used resilience curves as a credible method to model

power systems’ responses to an event and to quantify resilience in the power distribution system

[10, 11, 16, 17, 19, 22, 23]. Researchers proposed resilience metrics for isolated extreme weather

events, such as hurricanes, in [11, 13–17, 23–25]. Only extreme examples of resilience were exam-

ined in these studies, omitting the occurrence of minor and medium level resilience events that

can lend insight into a system’s overall resilience. Current methods to extract metrics (such as

the restoration time and outage propagation) divide a resilience curve into distinct outage and

restore phases but fail to consider the overlap between outage and restore phases that occurs in

practice [6, 18, 26, 27]. In many models, the uncertainty of a resilience metric is not accounted

for and the metrics are often designed without the input of real utility data. To better aid utili-

ties in providing quality service to customers, an automatic processing method is needed for ana-

lyzing the resilience of a system with a degree of certainty.
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1.2 Background and Literature Survey

1.3 Detailed Outage Data

1.3.1 Distribution Outage Data

The distribution data used in this work is from a regulated distribution utility that serves ap-

proximately 300,000 electric customers in a defined service territory that includes both urban

and rural demographics. The utility gathered the outage data for six years from 2011 to 2016.

The start and end time of the outages were recorded by fuse cards equipped to record the time

at which an outage begins and ends based on the loss of power. The spread of the data locations

covers a total area of approximately 4, 800 mi2. The raw data is private.

1.4 Resilience, Curves and Metrics

1.4.1 Resilience in Power Systems

In power systems, resilience is defined as the ability to prepare for, absorb, adapt to, and/or

rapidly recover from adverse events [7, 8, 14, 19, 22, 28]. The primary goal of an electric util-

ity is to maintain an equilibrium at which a stable and steady supply of electricity is provided

to customers. In order to provide a steady and stable electricity supply, utilities aim to ensure

that their system has both operational resiliency and infrastructure resiliency. Operational re-

silience in a system aids a power system to maintain operational strength and robustness in the

face of an adverse event [5, 6, 18]. Whereas infrastructure resilience address the physical strength

of a power system to minimize impact of the portion of the system that is damaged, collapsed,

impaired or nonfunctional [6, 18]. In comparison, operational infrastructure focuses on the per-

formance of the system for operational decisions and the infrastructure resilience focuses on the

physical capabilities of the system. In order to observe the infrastructure and operational re-

siliency of the system during an adverse event, resilience curves are used.
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1.4.2 Resilience Curves

Resilience curves model a system’s response before, during, and after a hazard has occurred

[6, 13, 17–19, 26–29]. The resilience curve tracks the accumulated outages and restores as time

progresses during an event. In order for a resilience curve to be considered by us an outage event

in distribution systems, the accumulation of a group of successive outages and restores and the

total number of incidents must be greater than or equal to 2. This means that the event must

have at least 2 or more outages and 2 or more restores within its time period.

1.4.3 Resilience Phases

1.4.3.1 Five Stage Framework

The ideal resilience trapezoid in Figure 1.1 is a linear approximation of the resilience curve as

a function of time and is used to quantify the resilience level in a multi-phase resilience frame-

work [6]. The resilience trapezoid can be divided into five phases that characterize the progres-

sion of a power system under the influence of an external disturbance. The five phases are the

pre-disturbance steady-state phase, disruptive phase, post-disruptive phase, recovery phase and

the new steady state phase [18, 30]. The diagram in Figure 1.1 shows the order of each phase

as an event progresses over time using the ideal resilience trapezoid. The pre-disturbance phase

(t0 ≤ t ≤ tH) captures the system’s performance prior to the hazard. The damage propagation

phase (tH ≤ t ≤ tP ) captures the system performance after a hazard has occurred and while

the accumulation of successive outages and restores are in the process of degrading the system’s

performance state. The degraded state of the system is the third phase while the performance of

the system is reduced significantly from the downed components. In this phase the assessment

of the damage by inspection crews occurs, as well as the removal of any debris that is surround-

ing the damaged components that hinder the repair crews from accessing the area. The length of

the degraded state varies from event to event due to several factors such as the availability of in-

spection and removal crews and the time needed for clearing the debris around components. The

fourth phase is the restoration stage (tR ≤ t ≤ tSS); in this stage the process of restoring the
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downed and damaged components takes place. The final and fifth stage is the new steady state

phase (tSS ≤ t). In the final stage all damaged and downed lines and component have been re-

paired and the system is back to a steady state of functioning. The five phases of the resilience

curve are depicted in Figure 1.1 over an ideal resilience trapezoid.

Figure 1.1: The five phases of a resilience curve shown on an ideal resilience trapezoid.

1.4.3.2 Three Stage Framework

The three-stage framework depicted on the resilience curve in Figure 1.2 is a generalized model

to capture a system’s recovery process as it progresses in each stage [6, 18, 19]. This simplified

framework ignores the pre-disturbance and post repair new steady state phases of the five phase

framework in Figure 1.1.

The first stage focuses on hazard prevention (0 ≤ t ≤ tS). This is when the system main-

tains normality before a hazardous event starts. The second stage is the outage propagation

(tS ≤ t ≤ tN ), where the successive outages occur at a faster rate while the hazard is absorbed

by the system. The third stage of restoration (tN ≤ t ≤ tE) is the recovery of the system back to
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Figure 1.2: The three stages of resilience shown on an extracted resilience curve from real utility
data.

normal operation. This framework is used to simplify the characterization of the resilience curve

in order to quantify the resilience of a system during an event into useable metrics. The advan-

tage of dividing the resilience curve into phases is that the portions of each phase can be used to

describe aspects of the resilience of the system.

1.4.4 Resilience Metrics

Resilience curves are used in the development of resilience metrics to quantify the performance

of the power system before, during and after a disruptive event. The quantification of resilience

into metrics arose as a means to capture the real performance of the power system versus the

ideal performance level. One way the resilience of a system can be measured is by finding the

area under a resilience curve. For example, the difference in the area between the real and ideal
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resilience curves and the baseline can be interpreted as a ratio of the proportion of delivery func-

tion that has been recovered from its disrupted state [6]. Although there is no standard definition

of resilience in power systems there are several works that define and model resilience metrics

using the dimensions of resilience curves, trapezoid and triangles as a way to capture and char-

acterize the dynamics and performance of a system[18, 26–28, 30, 31]. For example, the metrics

for the restoration phase such as restoration duration or restoration rate and derived from the

resilience triangle associated with the restoration resilience. The concept of resilience metrics

derived from resilience curves has been applied in numerous works to model both transmission

system and distribution system outage processes.

1.5 Research Objective

This thesis presents new methods to process real utility data to improve our understanding of

power system resilience. Its objectives are as follows:

• Develop a process for automatically detecting and extracting resilience events in real utility

outage data. The first step uses an event definition that identifies the start and end of an

outage event to automatically extract the events. Secondly, the process categorizes events

according to event size. After that, it calculates resilience metrics based on a range of sizes.

• Establish a method to decompose resilience curves into decoupled outage and restore pro-

cesses. Derive resilience metrics from the outage and restore processes and use the data to

develop formulae that describe how the metrics depend on event size.

• Estimate the variability of resilience metrics such as restore duration to quantify uncer-

tainty for prediction.

• Derive a formula to estimate the risk as the product of customer hours and probability and

how it depends on the event size.

• Determine if the distribution system outages of different sizes have dominant cause codes.

Using daily climate data, determine the impact of average wind speed on resilience events.
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• Observe the effect of weather and other influences via cause codes from historical trans-

mission utility data. Process detailed utility outage data and NOAA storm data to match

climate information to outage’s cause. Get bulk statistics on annual cascading showing the

dependence on storms.

• Provide a new processing for outage transmission system data from a public website. Use

the processed data to get bulk statistics on the automatic transmission line outages iden-

tified from the processing to quantify the resilience events propagation and spread during

cascading as an example of the value of the processed data.

• Develop a research-grade, Excel-based software tool that small public utilities can extract

useful information from advance metering infrastructure (AMI) data. The tool should im-

port, process, analyze, and export large volumes of AMI data recorded at intervals of 15-

minute and hourly rates.

1.6 Organization of the Dissertation

The rest of this dissertation is organized as follows. Chapter 2 addresses the problem of de-

tecting and extracting outage events as resilience curves within utility data. The chapter starts

with a definition of indicators of the start and end outage events to extract from utility data,

followed by a description of how resilience curves are categorized based on the number of com-

ponents outaged, and finally, provides simple statistics on each category of curves. Chapter 3

presents a model that decomposes resilience curves into an outage process and a restore process

to address the problem of overlapping outages and restores. The chapter begins with the defini-

tion of mathematical formulations of resilience metrics such as restore duration and then com-

putes statistics based on these formulations. To estimate the risk, we multiply customer hours by

probability, based on the number of outages, and get the distribution of the risk with respect to

event size. Chapter 4 examines distribution system outage cause codes to show the cause of out-

age and resilience events. Chapter 5 compresses historical utility outage data and NOAA storm
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data to match climate information to outages recorded as storms by utility cause codes. The

chapter observes the impact of weather and other influences on utility outages and cascades of

outages. Chapter 6 presents a research-grade, standalone tool that processes and analyzes smart

meter data. The chapter first introduces a data management plan, then describes the process in

which the tool follows to clean, analyze data and produce graphics. Chapter 7 shows how to pro-

cess bulk statistics on transmission system outage data from a public website. Then the chapter

compares the resilience event propagation and spread during cascading using bulk statistics on

automatic transmission line outages. Chapter 8 summarizes contributions of this work, the publi-

cations and presentations given, and outlines future work.
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CHAPTER 2. EXTRACTING RESILIENCE STATISTICS FROM UTILITY

DATA IN DISTRIBUTION GRIDS

Nichelle’Le K. Carrington, Shanshan Ma, Ian Dobson, and Zhaoyu Wang, Department of

Electrical and Computer Engineering Iowa State University, Ames, Iowa, USA

Modified from a manuscript published in 2019 IEEE Power & Energy Society General Meeting

[1]

2.1 Abstract

It is useful to quantify electrical distribution system resilience based on historical performance.

This paper systematically extracts resilience curves from historical utility outage data, extracts

resilience metrics such as duration, average recovery rates, and maximum number of simulta-

neously outaged components, and examines the statistics of these resilience metrics for small,

medium, and large events. The resilience metrics and their typical variabilities are expected to

be helpful in predicting and bounding the likely outcomes of future resilience events. For exam-

ple, we can calculate the restoration time that will be achieved with 95% confidence.

2.2 Overview

Maintaining a continuous energy supply to customers is the goal of utilities, but there is always

threat of unplanned disruption of electrical services in power distribution systems [2]. From cus-

tomers seeking information on when the power will supply will return and the several variables

that impact the complex and intricate process of restoring power, utilities are under a lot of pres-

sure to restore power supply effectively, safely, and efficiently. The current method of estimating

when power can be restored is considered a “best guess” estimate of the time, due to several fac-

tors such as availability of inspection crews, repair crews, clean up time and transitional times
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for crews [2, 3]. These factors typically cause utilities to have uncertainty in their the approxima-

tion of restoration time. The work in this chapter presents a method that enhances the ability to

approximate restoration times by processing detailed, historical data from previous events.

Detailed outage data is routinely collected by many utilities to observe the dynamic perfor-

mance of their system. Researchers use this data to aid utilities with providing quicker estima-

tion of the outage duration and restoration time. Many researchers have used resilience curves

as a credible method to model and evaluate system vulnerability and the ability to recover from

hazards or adverse events. In [4], the entire life cycle of failure and recovery of large scale power

failures is considered, but lesser events are ignored, which tends to exaggerate the typical impacts

of events. The work in [5] statistically analyzed factors that affect outage duration but did not

predict the duration or its variability. Authors in [2] used the text from inspection reports (with-

out considering the number of outages) to predict outage duration to facilitate customer prepa-

ration. In these studies, extreme weather events are considered as isolated events and are used to

observe the impacts of extreme conditions on the system’s performance. But they omit the less

extreme and more typical events that also contribute to the system’s overall resilience.

The focus of this chapter is to develop a method to systematically detect and extract resilience

curves from detailed historical outage data from a distribution utility within the United States.

The resilience curves represent all the events that have disrupted the normal condition of the

distribution system for this utility. The resilience events are detected by processing the cumula-

tive number of outages as a function of time. The cumulative number of outages is the number of

outage incidents present at a given time that have not yet been restored. Threshold values on the

cumulative number of outages are used to define the beginning and end of the resilience events

and classify the events into small, medium and large. The classification into small, medium and

large events allows the resilience metrics of each size of event to be calculated, as well as the vari-

ability of the metric.

The classification of resilience curves allows the curves to be grouped into a large set and sys-

tematically analyzed instead of re-sampling from one isolated event repetitively. The outage prop-
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agation and restoration stages are evaluated using resilience triangles on a large data set to as-

sess: (a) variability of duration for outage and recovery processes to help with predictions; (b)

average outage and recovery rates during events to help with assessment and predictions. By

systematically detecting resilience curves, we are able to gain better insight on the overall per-

formance of the system and generate statistics of the duration of outage and recovery processes

from multiple events instead of focusing on one single event.

The rest of the chapter is organized as follows: Section 2.3 describes the event extraction pro-

cedure (2.3.1), and the metrics calculated (2.3.2). Details on the detection of customer resilience

curves are presented in section 2.3.3. The metrics and their variabilities on the distribution util-

ity data sets are presented in section 2.4, and section 2.5 concludes the chapter.

2.3 Resilience and Systematic Detection

2.3.1 Extracting Events

The cumulative number of unrestored outages varies with time as outages occur and are re-

stored. Under normal conditions the cumulative number of unrestored outages stays near zero

because outages are generally infrequent and are restored quickly. But under stressed conditions,

outages are more frequent and accumulate before they can be restored, and the cumulative num-

ber of outages has excursions away from zero. These accumulations of outages are the resilience

events. The resilience events are extracted from the data by detecting when the cumulative num-

ber of outages passes and returns to a threshold number of outages. We now give more details of

this extraction.

Since the utility data includes the outage and restore time for each component, it is straight-

forward to sort these times by their order of occurrence and then calculate

C(t) = −(cumulative total outages at time t minus

cumulative total restores at time t)

= −(number of simultaneous outages at time t) (2.1)



16

The threshold number of outages is zero or a small negative number of outages Cbase; we use

Cbase = 0 as a simple case. Under normal conditions C(t) is at or above Cbase. The start time

tS of an event is defined by C(t) decreasing below Cbase and the end time tE of an event is de-

fined by C(t) increasing to Cbase. Then C(t) for tS ≤ t ≤ tE is a resilience curve for the event as

shown in Fig. 1.2. The minus sign in (2.1) ensures compatibility with standard resilience curves.

2.3.2 Nadir, Resilience Triangles, and Metrics

In Figure 2.1, the lowest point of the resilience event curve C(t), called the nadir, occurs at

tN . The nadir C(tN ) corresponds to the maximum number of simultaneously occurring outages

in an event. In the exceptional case of several low points occurring at exactly the same level in

the same event, we choose the last one to be the nadir. Resilience curves can be divided into the

propagation process and the restoration process by applying the three-stage framework detailed

in Section 1.4.3.2. We use the nadir to locate the end of the propagation process and the begin-

ning of the restoration process. Note that dividing the event time into separate propagation and

restoration processes in this way is idealized, since in real data these processes overlap somewhat

as shown in Figure 2.2. This problem will be addressed and solved in Chapter 3. Using the

nadir to define phases, metrics of duration are easily obtained with the application of resilience

triangles by measuring the width of the triangle. In Figure 1.2, the duration of propagation is

tN − tS , and the duration of restoration is tE − tN . The event duration is tE − tS . These du-

ration metrics can aid in explaining the impact of a disruptive event and predict the impacts of

future events [6]. Average rate metrics are easily obtained from the slopes of the resilience trian-

gles. The average outage process rate is −C(tN )/(tN − tS) and the average recovery process rate

is −C(tN )/(tE − tN ) in Figure 1.2.

The maximum number of simultaneously outaged components, the duration of an event, the

restoration time, and the average outage and recovery rates are important metrics that we ex-

tract from previous events to help a utility estimate these metrics for an anticipated or ongoing

event. In particular, we calculate the statistics of these metrics from previous events using de-
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Figure 2.1: The outage propagation process begins when the curve decreases from the baseline
at zero and ends at the nadir. The recovery process starts at the nadir and ends when the curve
increases to the baseline.

tailed outage data to be able to estimate a 95% upper bound confidence interval for the restora-

tion time. This can help provide the customers of the utility with an upper bound estimate of

the restoration time with a reasonable certainty. Events are grouped into small, medium, or large

depending on the value of the nadir C(tN ) of their resilience curve:

Small events have −3 ≥ C(tN ) ≥ −9.

Medium events have −10 ≥ C(tN ) ≥ −19.

Large events have −20 ≥ C(tN ).

2.3.3 Customer Resilience Curves

Since the outage data also includes the number of customers outaged and restored, we can also

form the cumulative number of customers out Ccust(t) as a function of time, similarly to the def-

inition of C(t) in (2.1) except that “outages” are replaced by “customers”. Then the customer
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Figure 2.2: Component resilience curve examples. Small event (Orange) causes are sched-
uled maintenance or minor physical damage. Medium event (Gray) causes are moderate
weather/storm or moderate physical damage. Large event (Teal) causes are extreme or severe
weather/storm or severe physical damage.

resilience curves for an event occurring for tS ≤ t ≤ tE is the portion of the cumulative customer

curve Ccust(t) for tS ≤ t ≤ tE (see Fig. 2.3). The area above the customer resilience curve is

the total customer hours outaged in the event. If the event were to be included in the SAIFI cal-

culation, this customer area would directly add to the SAIFI numerator. The average customer

recovery rate is −Ccust(tN )/(tE − tN ).

2.4 Results

The data used for the results in this chapter is defined in section 1.3.1. The probability den-

sity functions for propagation, restoration and total event durations for all events are shown in

Fig. 2.4.A breakdown of the durations by metric and group will be detailed in the rest of this

section.



19

Figure 2.3: The customer resilience curve shows the cumulative number of customers outaged
during the event corresponding to Figure 2.1.

2.4.1 Cause Codes

The cause code of each outage and restore within an event was tracked to determine the most

common cause of outages for the event. There were 34,945 outages with causes reported and

63 types of cause codes. About 5% of those causes were weather-related, and 14% were animal-

related. The remaining causes were mostly component malfunctions, tree limbs, and debris. The

top causes for all events were tree limbs near the clearance zone of lines and squirrels. The top

three weather-related causes were wind, rain, and lightning.

2.4.2 Small, Medium and Large Events

1486 events were extracted and grouped by size using the methods of Section 2.3. There were

910 small events, 75 medium events, and 50 large events found in the data. The events in Fig.
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Figure 2.4: Distributions of propagation, restoration and total event durations.

2.2 are samples of these events. The large events had more outages caused by weather than the

small and medium events. A common pattern of many large events is that outages caused by

weather are followed by outages caused by tree limbs and other debris.

2.4.3 Nadir

The statistics for the resilience curve nadirs are summarized in Table 2.1. In Table 2.1, it can

be seen that the utility can expect at least 5 simultaneously outaged components for any event.

The average number of simultaneously outaged components expected in large events is over twice

the average for medium events and over 8 times the average for small events.



21

Table 2.1: Nadir C(tN )

Events Mean Median Std.Dev.

Small –5.25 –5 1.36

Medium –13.81 –13 2.75

Large –42.52 –34 22.13

All –7.67 –5 9.59

2.4.4 Event Duration

The average event duration and their variabilities are summarized in Table 2.2, and the sur-

vival function of the event duration for each event size is shown in Fig. 2.5. The average event

duration is 13 hours, but the variability is high. Small events are over within 24 hours with 95%

confidence, but the corresponding upper bounds for the medium events are two times longer and

the large events are four times longer. The utility will be able to make an assessment of the event

duration for the event and also scale the estimate of the duration up or down if necessary for

sudden changes to conditions.

Table 2.2: Event Duration (hours)

Events Mean Median Std.Dev. 95%CI

Small 9.50 7.65 6.74 24

Medium 32.11 21.63 51.99 55

Large 49.48 41.42 23.31 99

All 13.07 8.5 19.07 36

2.4.5 Outage Propagation Process

The estimation and variability of the duration for the outage propagation process are shown in

Table 2.3, and the survival function of the distribution of the propagation process for each group

is in Fig. 2.6. The duration of propagation during any event is less than 18 hours with 95% con-

fidence.
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Figure 2.5: Survival functions of event duration.

2.4.6 Recovery Process

The estimation and variability of the duration for the recovery process are shown in Table 2.4

and the survival functions of the recovery process duration for each events size are shown in Fig.

2.7. The expected duration of recovery during any event is less than 22.6 hours with 95% con-

fidence. This upper bound on duration for any event is about four times lower than the upper

bound on duration for large events and twice that of small events.

Table 2.3: Propagation Process Duration (hours)

Events Mean Median Std.Dev. 95%CI

Small 5.01 3.5 4.66 15

Medium 17.79 7.82 50.77 43

Large 14.78 10.92 11.91 40

All 6.41 3.93 15.06 18
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Figure 2.6: Survival functions of the propagation process duration.

Table 2.4: Restoration Duration (hours)

Events Mean Median Std.Dev. 95%CI

Small 4.5 3.35 3.97 13

Medium 14.31 11.9 10.89 30

Large 34.7 28.37 21.77 85

All 6.67 3.73 9.58 22.6
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Figure 2.7: Survival functions of recovery process duration.

2.4.7 Customer Impact

The customer resilience curves for each event and the customer area under each curve were

computed, and the statistics are shown in Table 2.5. Table 2.5 shows that for all events, the cus-

tomer hours of outage are less than 2399 with 95% confidence.

Table 2.5: Customer Area (customer hours)

Events Mean Median Std.Dev. 95%CI

Small 405 168 812 1466

Medium 1442 982 1944 5297

Large 2501 1972 204 5534

All 581 209 1145 2399



25

2.4.8 Inter-Arrival of Event Times

The rate at which the outages occur in time is known as inter-arrival times and the distribu-

tion of inter-arrival times for a Poisson process is an exponential. Our claim that the resilience

curves detected are in fact NHPP is confirmed by the survival function of the distribution of the

inter-arrival times of incidents within events. Figure 2.8 depicts the distribution of time between

occurrences inside the resilience curves as exponential, revealing that there are two unique rates

of lambda for all categories and all detected curves combined. The higher rate for smaller time

differences is evidence of bunching together in time for some of the outages. The higher rates is

particularly evident for the larger outages.

Figure 2.8: The λ1 relates to the outage events that have higher probability and fast in-between

times and λ2 represents events with lower probability and larger times in-between.

The two distinct are separated by the dash line in Figure 2.8 indicates that there is one pro-

cess with a fast rate of outages (λHigh&Fast) occurring at a high probability with very short times

in between outages and a process with a very slow rate (λLow&Slow) long time in between outages
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with a low probability. Approximating λLow&Slow is useful to the understanding the resiliency of

distribution systems to extreme weather and identifying vulnerabilities to the infrastructure.

2.4.9 Average Outage and Recovery Rates

The average recovery process rate and the average outage process rate are calculated from the

resilience triangles by dividing the magnitude of the nadir by the duration of the process. Table

2.6 shows that for medium and large events, the average recovery rate is slower than the aver-

age outage rate. The 95% confidence interval for the average recovery rate shown in Table 2.6

is a one-sided lower confidence interval. That is, the probability that the average recovery rate

is more than the given value is 0.95. After the nadir of a resilience event, when the damage has

been inspected and the current number of outages is known, the average recovery rate and its

95% confident lower bound can be multiplied by the number of outages to estimate the expected

recovery time and its 95% confident upper bound recovery time.

Table 2.6: Average outage and recovery rates (per hour)

Average outage rate Average recovery rate

Events Mean Median StdDev Mean Median StdDev95%CI

Small 0.48 0.68 0.42 0.45 0.66 0.35 0.37

Medium 0.50 0.55 0.70 0.68 0.97 0.95 0.22

Large 0.19 0.32 0.18 0.63 0.66 0.95 0.27

All 0.45 0.66 0.38 0.47 0.67 0.37 0.37

2.5 Conclusions

This chapter systematically detects and extracts resilience curves from 5 years of distribution

utility outage data for each resilience event in which outages accumulate. For each event, the

resilience curve is divided into an outage propagation period and a recovery period using the
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nadir of the resilience curve. The events are classified into small, medium, and large, and the

statistics of resilience metrics such as the durations of the event, propagation and recovery and

the customer hours lost are computed for each size of event. In contrast to previous work, we

compute statistics of groups of typical resilience events rather than focusing on single resilience

events. The statistics for the average durations and their variability should be helpful in esti-

mating event and recovery times for future events before or while they are occurring. This first

analysis spurred the development of better ways to extract the metrics in Chapter3, and further

exploration of the causes and weather in Chapter 4.

2.6 References

[1] N. K. Carrington, S. Ma, I. Dobson, and Z. Wang, “Extracting resilience statistics from

utility data in distribution grids,” in 2020 IEEE Power Energy Society General Meeting

(PESGM), 2020, pp. 1–5.

[2] A. Jaech, B. Zhang, M. Ostendorf, and D. S. Kirschen, “Real-time prediction of the dura-

tion of distribution system outages,” IEEE Transactions on Power Systems, vol. 34, no. 1,

pp. 773–781, 2018.
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CHAPTER 3. EXTRACTING RESILIENCE METRICS FROM

DISTRIBUTION UTILITY DATA USING OUTAGE AND RESTORE

PROCESS STATISTICS

Nichelle’Le K. Carrington, Ian Dobson, and Zhaoyu Wang, Department of Electrical and

Computer Engineering Iowa State University, Ames, Iowa, USA

Modified from a manuscript published in November 2021 issue of IEEE Transactions on Power

Systems [1]

3.1 Abstract

Resilience curves track the accumulation and restoration of outages during an event on an elec-

tric distribution grid. We show that a resilience curve generated from utility data can always

be decomposed into an outage process and a restore process and that these processes generally

overlap in time. We use many events in real utility data to characterize the statistics of these

processes, and derive formulas based on these statistics for resilience metrics such as restore du-

ration, customer hours not served, and outage and restore rates. Estimating the variability of

restore duration allows us to predict a maximum restore duration with 95% confidence.

3.2 Overview

The frequency of outages fluctuates given the environmental conditions that they occur under.

Under normal conditions, component outages in electric power distribution systems occur at a

low rate and are restored as they occur. However, when there is severe weather or other extreme

stresses, the component outages occur at a high rate, and the outaged components accumulate

until they are gradually restored. Chapter 3 idealized restores and outage processes without over-

lap. In contrast, this chapter addresses and solves the overlapping of outages and restore process.
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We use the resilience curves found in the distribution outage data using the distribution system

data from section 1.3.1 for the work in this chapter.

In practice it is customary to divide resilience curves into successive, non-overlapping phases.

For example, Nan [2] describes a disruptive outaging phase followed by a recovery phase,while

Panteli [3] and Ouyang [4] describes a resilience trapezoid with the three phases of progressive

disturbances, then a degraded or assessment phase, then recovery in a resilience triangle. Simi-

larly, Yodo [5] describes resilience curves in terms of successive unreliability, disrupted, and re-

covery phases with triangles, trapezoids, and other curves. Carrington [6] uses the nadir of re-

silience curves from utility data to separate an outage phase from a recovery phase. Many other

papers have similar accounts of resilience phases as a model to extract resilience metrics. These

distinct phases of resilience are conceptually compelling. Moreover, the dimensions, slopes, and

areas of the resilience triangles and trapezoids define standard resilience metrics of event dura-

tion, average rates of outage or recovery, and overall impact.

However, working with our utility data suggests a different point of view in which outage and

restore processes routinely overlap in time1. That is, for practical processing of real distribution

system outage data our method decomposes the resilience curve not into successive phases but

into an outage and a restore processes that occur together for duration of the event.

In this chapter the ability to obtain resilience metrics from decomposed processes will be demon-

strated. The aim of this approach is to convey that outage and restore processes can always be

combined into a resilience curve, and any resilience curve can always be decomposed into an out-

age process and a restore process. The outage process is statistically characterized by the times

between successive outages or the outage rate.The restore process starts after a delay and is sta-

tistically characterized by the times between successive restores or the restore rate. The duration

of the restore process and of the entire event are then easily obtained standard metrics.

1The average fraction of event duration for which outage and restore processes overlap (average of (on −
r1)/(rn − o1) in the notation of section 3.3) is 0.61 for events with 10 to 20 outages, 0.89 for events with 100 to
200 outages, and 0.95 for events with 1000 to 2000 outages.
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There is also a conventional customer resilience curve tracking the number of customers out

during the event that we also obtain from the utility data. This customer resilience curve can

also be decomposed into a customer outage process and a customer restore process. We can mea-

sure the impact of an event by the customer hours lost, which is the area under the customer re-

silience curve and a well-known resilience metric [2, 3, 5]. We compute the mean customer hours

lost from the statistics of the customer outage and restore processes.

Previous pioneering work on queueing models of reliability and resilience has used outage and

restore processes. Zapata [7] models distribution system reliability with outages as a point pro-

cess arriving at a queue that is serviced by a repair process with multiple crews to produce an

output that is a restore process. Wei and Ji [8] analyze distribution system resilience to partic-

ular severe hurricanes with an outage process arriving at a queue with a repair process to pro-

duce a restore process. In [8], these processes vary in both time and space as the hurricane pro-

gresses.Both [7] and [8] statistically model the outage process and the repair process of compo-

nents, and then calculate the restore process. With our focus on studying the overall system re-

silience with real data, we can model the restore process directly from the data, and avoid the

complexities of explicitly modeling the repair of components and assuming an order in which

they are repaired.

Our methods require a sufficient number of events for good statistics, so that this chapter ad-

dresses the more common, less extreme events. Therefore there is little overlap of this paper with

[8], which addresses individual instances of the most extreme events (direct hits by a hurricane),

for which there are few events for a given utility.

There are several methods of estimating the number of outages in an anticipated storm [9–15],

including practical utility application in [15]. Since some of our statistics show a dependence on

the number of outages, this capability to predict the number of outages will be useful in applying

the results in this chapter to anticipated storms.

The utility data also yields estimates of the variability of the outage and restore processes, en-

abling estimates of the variability of the restore duration. Then, given the estimate of the num-
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ber of outages, we can use our restore time statistics to predict upper bounds of the restore dura-

tion of an anticipated storm, such as its 95th percentile. The upper bound is intended to help the

utility predict when the restore process will be completed with more confidence.

With a similar overall aim, previous work estimates individual component restoration times

from utility data in different ways. For example, Jaech [16] predicts a gamma distribution of in-

dividual component outage restoration times and customer hours lost with a neural network that

processes utility records and wind speed, outage time and date, and hence obtains upper bounds

of individual component restoration times. Chow [17] analyzes the contributions of timing, faults,

protection, outage types and weather to individual component restoration times. Liu [18] fit gen-

eralized additive accelerated failure time models to hurricane and ice storm utility data. The in-

dividual outages were then combined to give system restoration curves at the county level.

With these innovations, we are able to compute standard metrics for resilience events from

practical utility data and evaluate customer impact risks as a function of size.

3.3 Outage and restore processes

The resilience events of interest occur when outaged components accumulate before being re-

stored. Each event has a conventional resilience curve C(t) for component outages. C(t) is the

negative of the cumulative number of component outages as a function of time t. For example,

the orange curve at the bottom portion of Figure 3.1 shows C(t) for an event with 10 component

outages. We now explain the outage and restore processes and how they relate to the resilience

curve.
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Figure 3.1: A component resilience curve and its associated outage and restore processes.

3.3.1 Examples of component outage and restore processes

We start with no components outaged. Then 10 components outage at times o1 ≤ o2 ≤ ... ≤

o10 as shown by the tick marks below the top time line of Figure 3.1. The restore times are r1 ≤

r2 ≤ ... ≤ r10 as shown by the tick marks above the top time line of Figure 3.1. The restore times

are numbered in the time order that they occur. The cumulative number of outages O(t) at time

t and the cumulative number of restores R(t) at time t are defined by counting 1 for each outage
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or restore before time t:

O(t) =
∑

k with ok ≤ t

1 (3.1)

R(t) =
∑

k with rk ≤ t

1 (3.2)

Figure 3.1 shows the cumulative number of outages O(t) and the cumulative number of restores

R(t). In this case, O(t) and R(t) increase from zero to the total number of outages 10.

The cumulative number of component outages at time t is O(t) − R(t). The component re-

silience curve C(t) is defined as the negative of the cumulative number of component outages at

time t so that

C(t) = R(t)−O(t) (3.3)

Figure 3.1 shows how the resilience curve C(t) can be decomposed into the restore process minus

the outage process.

It is clear from (3.3) that any outage and restore processes O(t) and R(t) define a resilience

curve C(t). Moreover, any resilience curve C(t) can be uniquely decomposed as (3.3) into out-

age and restoration processes O(t) and R(t) that increase from zero to the number of outaged

components n. In mathematics this decomposition is known as the Jordan decomposition [19] of

functions of bounded variation2.

There is noticeable variety in the forms of the component resilience curves in our utility data.

The examples (except for the first example) in Figure 3.2, show these curves and their decompo-

sitions into outage and restore processes.

2The total variation of C(t) is 2n, which is bounded. In our case the Jordan decomposition (3.3) is minimal
and unique since we require that O(t) = R(t) = 0 for t < o1 and O(t) + R(t) = 2n for t > rn [20, defn. 2.4(2),
thm. 2.5(2)], [21, sec. 9-4]. Since C(t) is minus the cumulative number of outages, if there are simultaneous re-
stores and outages, for example, mr restores and mo outages all occurring precisely at time t, then only their
difference mr − mo contributes to C(t), and we assume that only |mr − mo| contributes to the total number n of
outages or restores. Note that O(t), R(t), C(t) are right continuous.
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Figure 3.2: Component resilience curves (upper rows with one shaded curve) and their corre-

sponding decompositions into outage and restore processes (lower rows with blue and red curves).

The first example is an idealized case with trapezoidal resilience curve and all the rest are exam-

ples from utility data.

For comparison, the first example in Figure 3.2 shows a conventional, idealized case of a trape-

zoidal resilience curve.

Considering the outage and restore processes separately is useful because they correspond to

different aspects of system resilience: the outage process results from individual component strengths

under bad weather stress and the restore process results from the number and performance of

restoration crews and automated or remote switching.
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3.3.2 Extracting events from utility data

The historical distribution outage data described in 1.3.1 was used in the work for this chap-

ter. The method detailed in 2.3.1 was applied to define events. By definition,the start of an event

is defined by an initial outage that occurs when all components are functional, and the end of

the same event is defined by the first subsequent time when all the components are restored.

That is, the event starts when the cumulative number of failures C(t) first changes from zero and

ends when C(t) returns to zero. Applying this event processing to the historical data yields 2618

events.

The component and customer resilience curves for each event were decomposed into outage

and restore processes as explained in more detail in the next subsection.

In particular, we sort the combined component outage and restore times by their order of oc-

currence and then calculate the cumulative number of outages C(t) at all the outage and restore

times. Each restore at time rn for which C(rn) = 0 is the end of an event and the immediately

following outage is the start of the next event. Note that if the event has n outages, then it must

have n restores to allow the cumulative number of outage C(t) to return to zero at time t = rn.

Applying this event processing to the historical data yields 2618 events. The component and

customer resilience curves for each event are decomposed into outage and restore processes as

explained in more detail in the next subsection.

3.3.3 Component outage and restore processes

This subsection explains the outage and restore processes in more detail and shows how their

statistics are extracted from the events in the utility data.

Suppose that o1 ≤ o2 ≤ ... ≤ on are the component outage times in an event in order of

occurrence and that ∆ok = ok+1 − ok, k = 1, ..., n− 1 are the times between successive component

outages.
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Figure 3.3: Mean and standard deviation of outage time difference empirical data (dots) and
fitted curve as a function of number of outages n.
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The outage time differences ∆ok, k = 1, ..., n − 1 can be regarded as independent samples from

a probability distribution of outage time differences ∆o. We want to find the mean and standard

deviation of ∆o as a function of n.

To do this, we combine the outage time differences ∆ok for all the events with n outages and

calculate their mean and standard deviation. Then we fit the empirical mean and the standard

deviation as functions of n with a linear combination of a constant and 2 exponential functions

to smooth and interpolate the data as shown in Figure 3.3. The functional fits are

∆o = 7.45 + 23.3e−0.0388n + 32.2e−0.00391n min (3.4)

σ(∆o) = 25.6 + 19.5e−0.0375n + 30.9e−0.00153n min (3.5)

Suppose that r1 ≤ r2 ≤ ... ≤ rn are the component restore times in order of occurrence. Note

that the component outaged in the kth outage can be different from the component restored in

the kth restore. In effect, we disregard which component is restored and only track that some

component is restored. (We call r1, r2, ..., rn component restore times to minimize any confusion

with the restoration or repair times of particular components.)

Let ∆rk = rk+1 − rk, k = 1, ..., n − 1 be the times between successive component restores.

The restore time differences ∆rk, k = 1, ..., n − 1 can be regarded as independent samples from

a probability distribution of restore time differences ∆r. We extract the statistics of ∆r from the

utility data as a function of the number of outages n similarly as ∆o. Figure 3.4 plots the mean

restore time difference ∆r and the standard deviation of the restore time difference σ(∆r) and

the functions fitted. The functional fits are

∆r = 7.64 + 30.8e−0.0514n + 33.8e−0.00391n min (3.6)

σ(∆r) = 35.3 + 43.7e−0.0224n min (3.7)

Let ∆r0 = r1− o1 be the delay in the start of the restoration process relative to the start of the

event at time o1. One factor contributing to ∆r0 is utility inspection crews and clean-up crews

working to ensure the safety of the area and assess the damage needing repair. There is no clear
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trend in variation of ∆r0 with n, so we combine the data for ∆r0 for all events with 2 or more

outages and compute

∆r0 = 132 min and σ(∆r0) = 92.4 min (3.8)

3.3.4 Customer outage and restore processes

The utility data records the number of customers outaged by each component outage, allow-

ing us to similarly analyze resilience curves tracking the number of customers out and outage and

restore processes for the number of customers. Generalizing (3.1) and (3.2), the cumulative num-

bers of customers out Ocust(t) and customers restored Rcust(t) at time t are

Ocust(t) =
∑

k with ok ≤ t

coutk (3.9)

Rcust(t) =
∑

k with rk ≤ t

cresk (3.10)

The customer resilience curve Ccust(t) is now obtained similarly to the component resilience curve

(3.3) as

Ccust(t) = Rcust(t)−Ocust(t). (3.11)

Figure 3.5 shows an example of customer processes Ocust(t) and Rcust(t) and the resilience

curve Ccust(t). The processes Ocust(t) and Rcust(t) increase from zero to the total number of cus-

tomers out, which is 181 in this example.

When an outage that disconnected customers is restored, the same number of customers are

restored. However, outages are not necessarily restored in the order that the outages occurred.

Therefore the numbers of customers restored cres1 , cres2 , ..., cresn are a permutation of the numbers of

customers out cout1 , cout2 , ..., coutn .

The numbers of customers out cout1 , cout2 , ..., coutn can be regarded as n independent samples from

a distribution c of number of customers out. The customers restored cres1 , cres2 , ..., cresn can also be

regarded as n independent samples from c. We combine the data for customers out for all events3

32% of the customer data are blank entries that we replaced with 0.
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and compute the mean and standard deviation of the number of customers:

c = 54.0 and σ(c) = 180. (3.12)

The customers out for each outage are determined by the location of the outage in the network,

and the distribution of the number of customers out is determined by the overall network design

and its vulnerabilities.

3.4 Resilience metrics

We express event durations in terms of the time differences of the restore process and then de-

rive formulas for the mean and standard deviations of the restore duration and the event dura-

tion. We also combine the time differences with the customers outage statistics to derive a for-

mula for the mean customer hours lost. The average outage and restore rates are obtained.

The restore process starts at time r1 and ends at time rn, so the restore duration is

DR = rn − r1 = (r2 − r1) + (r3 − r2) + ...+ (rn − rn−1)

= ∆r1 +∆r2 + ...+∆rn−1 (3.13)

The mean restore duration is then

DR = (n− 1)∆r (3.14)

Assuming that ∆r1, ∆r2, ..., ∆rn−1 are independent, we obtain σ2(DR) = (n− 1)σ2(∆r) and

σ(DR) =
√
n− 1σ(∆r) (3.15)

In (3.13), the restore duration DR is measured until the last restore of the event. If it is preferred

to measure the restore duration until, say, 95% of the outages are restored, then this can easily

be done by replacing n − 1 in (3.14) and (3.15) by ⌈0.95n − 1⌉, where the ceiling function ⌈·⌉

rounds up to the nearest integer.

Each event starts at the first outage time o1 and ends at the last restore time rn. Then the

event duration is

DE = rn − o1 = (r1 − o1) + (rn − r1) = ∆r0 +DR (3.16)
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Using (3.14), the mean event duration is

DE = ∆r0 + (n− 1)∆r (3.17)

and, since ∆r0 and DR are independent, we use (3.15) to obtain σ2(DE) = σ2(∆r0) + (n −

1)σ2(∆r) and

σ(DE) =
√
σ2(∆r0) + (n− 1)σ2(∆r) (3.18)
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Figure 3.6: Resilience metrics (durations and rates) for the component outage and restore pro-

cesses.
The restore and outage rates during events4 are

λR = (∆r)−1 (3.19)

λO = (∆o)−1 (3.20)

4The outage rate measured over a year is much lower than the outage rate during events because it accounts for
the time between events.
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In (3.19) we obtain the restore rate λR from ∆r, which is a quantity averaged over events. This

restore rate λR should be distinguished from the instantaneous restore rate λinst
R (t), which has

been observed in [8] to vary with time for the largest events.

The restore rate λR averaged over events can usefully apply even as the instantaneous restore

rate varies.5

The restore process depends largely on the restoration capability available to the utility. The

restore process metrics are ∆r0 and DR or λR. Increasing the number of utility crews or their

effectiveness would decrease ∆r0 and DR, and increase λR.

The outage process depends on a combination of the weather impact and the condition and

strength of the grid components. The number of outages n will vary with the weather and the

condition of the grid components, increasing if the weather is more extreme or more prolonged,

or if the grid components are weaker.

Figure 3.7: Area A under resilience curve is the customer hours metric and is equal to the area A

between the outage and restore processes.

5Consider the idealized case of a non homogeneous Poisson recovery process. Suppose there are 3 restoring pro-
cesses on the time intervals D(1), D(2), D(3), each of duration T and with n restores. Then the expected value of∫
t∈D(i) λ

inst
R (t)dt is n − 1 and the duration T =

∑n−1
k=1 ∆r

(i)
k = (n − 1)∆r

(i)
for i = 1, 2, 3. Then we estimate

λR = 1
3T

∑3
i=1

∫
t∈D(i) λ

inst
R (t)dt as 3(n−1)

(n−1)(∆r
(1)

+∆r
(2)

+∆r
(3)

)
= (∆r)−1.
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We use the customer hours lost A to quantify the customer impact of an event. A is the area

under the customer resilience curve:

A = −
∫ rn

o1
Ccust(t)dt (3.21)

The minus sign in (3.21) makes A a positive area. Using (3.11), A is also the area between the

customer outage and restore curves:

A =

∫ rn

o1

[
Ocust(t)−Rcust(t)

]
dt (3.22)

The two interpretations of area A are illustrated in Figure 3.7.

Consider the rectangle indicated by the dashed lines and the axes in Figure 3.7. Let AR be the

area in the rectangle above the restore curve and let AO be the area in the rectangle above the

outage curve. Then A = AR −AO where

AR =

( n∑
j=1

cresj

)
∆r0 +

n∑
i=2

n∑
j=i

cresj ∆ri−1 (3.23)

AO =

n∑
k=2

n∑
ℓ=k

coutℓ ∆ok−1 (3.24)

Using the independence of the terms in (3.23), (3.24), the independence of the time differences

and the customers out, and
∑n

i=2

∑n
j=i 1 = 1

2n(n− 1) gives

A = AR −AO = nc∆r0 +
1
2n(n− 1)c(∆r −∆o) (3.25)

An alternative expression for (3.25) can be obtained using (3.17):

A = ncDE − 1
2n(n− 1)c(∆r +∆o) (3.26)

The terms in (3.25) and (3.26) can be understood by examining the corresponding areas in Fig-

ure 3.8. For example, the area AR above the average restore curve is the area of the rectangle

with sides ∆r0 and nc plus the area of the triangle with sides (n − 1)∆r and nc. And the area

AO above the average outage curve is the area of the triangle with sides (n− 1)∆o and nc.
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Figure 3.8: Averaged dimensions and customer outage and restoring processes shown to calculate

the customer hours A in (3.25) and (3.26)

It is useful to describe the outage and restore processes with separate parameters and sepa-

rate metrics because they respond to different resilience investments. For example, a program

of renewing or strengthening components would affect the outage process whereas an increased

number of repair crews would affect the restoration process. In more detail, (3.17) shows the ef-

fects on the average event duration of reducing the number of outages n (by hardening the in-

frastructure), reducing ∆r0 (by deploying more inspection crews), and reducing the average time

between restores ∆r (by deploying more repair crews). For a larger event, n is larger and deploy-

ing more repair crews will have a larger effect because ∆r is multiplied by n − 1. Formula (3.25)

shows the corresponding effects on the customer hours A. Hardening the upstream system or in-

stalling more reclosers can reduce the average customers disconnected per outage c and propor-
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tionally reduce A. Reducing the number of outages n or the ∆r has an even greater effect for

larger events because the second term of (3.25) grows like n2.

3.4.1 Risk analysis

Customer hours outaged in an event are one of the metrics we can extract from the utility

data. Customer hours are an input for SAIDI and ASAI, which are standard metrics utilities use

in practice for non-extreme events. The results from the previous section show that customer

hours depend on number of component out in an event. Mathematical formulas based on the

number of outages (n) were derived from that relationship to approximate resilience metrics such

as restoration duration. This section aims to determine how risk measured as the product of cus-

tomer hours and probability depends on the number of outages n. By way of motivation, note

that reducing the number of outages by a certain percentage by hardening can affect this risk.

3.4.2 Obtain and fit empirical distribution of number of components out

We obtain the empirical distribution of the probability of n components out in an event and fit

it with a piecewise linear function p(n) on a log-log plot. p(n) joins the parts of two (Zipf-like)

linear regions on the log-log plot. The tail part is first estimated using the method of Clauset for

discrete power law tails [22]. This gives the value n = b at which the tail starts as well as the

exponent of n that determines the slope of the tail on the log-log plot. Then the initial part is es-

timated using maximum likelihood as summarized below. The linear functions for the initial and

tail parts are then combined to give the piecewise linear approximation p(n) to the distribution

of n as shown in the following formula and Figure 3.9.

p(n) =


0.410987
n1.36499 n = 1, 2, .., 8

2.66274
n2.26196 n > 8

(3.27)
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Note that although p(n) is a discrete distribution on the positive integers, it might possibly

turn out to be convenient for some purposes to regard it as positive integer samples from the

continuous piecewise linear function:

p(n) =


0.410987
n1.36499 1 ≤ n ≤ 8.02993

2.66274
n2.26196 n > 8.02993

(3.28)
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Figure 3.9: Empirical distributions of the number of outages (dots) and their fit with a piecewise
linear function p(n) on this log-log plot.

It is straightforward to estimate the maximum likelihood estimate for the initial portion of the

distribution as follows: The assumed distribution for the initial portion with slope −α on the log-

log plot is
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p(n) =
n−α∑b−1
ℓ=1 ℓ

−α
, n = 1, 2, ..., b− 1. (3.29)

The likelihood of the data x1, x2, ..., xN that satisfies 1 ≤ xi ≤ b− 1 for all i = 1, 2, ..., N is

L = likelihood = (

b−1∑
ℓ=1

ℓ−α)−N
N∏
i=1

x−α
i (3.30)

Then the log likelihood is

lnL = −N ln[

b−1∑
ℓ=1

ℓ−α]− α

N∑
i=1

lnxi (3.31)

and its derivative with respect to α can be set to zero:

1

N

d

dα
lnL =

∑b−1
ℓ=1 ℓ

−α ln ℓ∑b−1
ℓ=1 ℓ

−α
− 1

N

N∑
i=1

lnxi = 0 (3.32)

The maximum likelihood value of α can be computed by solving (3.32) numerically.

3.5 Results

This section gives numerical results illustrating the application of the formulas for the statistics

of the metrics.

We can evaluate restore duration mean DR and standard deviation σ(DR) for a given number

of outages from (3.6) and (3.7). For example, if there are n = 10 outages then the restore du-

ration has mean 527 min and standard deviation 211 min. If there are n = 100 outages, then

the restore duration has mean 3038 min and standard deviation 397 min. If these formulas are to
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be used for predicting restoration duration for an incoming storm, then the number of outages n

can be predicted by a number of methods as reviewed in the introduction. As well as estimating

the mean, it is useful in applying the restore duration to compute its variability with its standard

deviation.

The event duration DE is the restore duration DR plus the delay until the first restore ∆r0.

From (3.8), ∆r0 has mean 132 min and standard deviation 92.4 min. Then we can evaluate event

duration mean and standard deviation from (3.17) and (3.18). For example, if there are n = 10

outages, then the event duration has mean 660 min and a standard deviation of 230 min. If there

are n = 100 outages, then the event duration has mean 3171 min and a standard deviation of 408

min.

When an outage event occurs, the primary question the customers want an answer for is “How

long will the power be out?”. To help determine what should be announced to the public to an-

swer this question, it is useful to estimate an upper bound on the restore duration that will be

satisfied with a specified confidence level.

For each given value of number of outages n, the restore duration DR approximately follows a

gamma distribution. We can estimate from (3.6) and (3.7) the mean and standard deviation of

DR and then calculate the gamma distribution with that mean and standard deviation. That is,

we estimate the gamma distribution with the method of moments. Then we can easily evaluate

the 95th percentile of the gamma distribution. This estimates an upper bound on the restore du-

ration that exceeds the actual restore duration with probability 0.95. The curves in Figure 3.10

show an increasing and initially decelerating increase of mean restore duration as the number of

outages increase, and a similar increase in the 95th percentile of restore duration. The estimated

best fit function for the empirical restore durations was

∆r = 7.63765 + 30.7932e−0.0514344n + 33.8291e−0.00391306n (3.33)

σ(∆r) = 35.2947 + 43.7128e−0.0224135n (3.34)
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used to obtain the shape parameter α and scale β for the gamma distribution. The dots in

Figure 3.10 are the restore durations for the events in the data; they show how the mean and

95th percentile of restore duration calculated from the estimated gamma distribution summarize

the empirical data. The event data becomes sparser as the number of outages increase.
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Figure 3.10: Curves show mean and 95th percentile of restore duration DR versus number of out-

ages. Dots show the restore durations of events in the data.

Figure 3.11 shows the outage rate λO and the restore rate λR obtained from (3.20) and (3.19)

as the number of outages varies. Both rates increase significantly as the number of outages in-

crease. The outage rate results from the interaction of the weather with the grid, and depends

on the design margin, age, and maintenance of the grid components.For up to 250 outages, the

restore rate is quite close to the outage rate. For more than 50 outages, the restore rate slightly

lags the outage rate, showing the extent to which the utility restoring process succeeds in keeping

up with the outage process.
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Figure 3.11: Outage rate λO and restore rate λR versus number of outages.

The curve in Figure 3.12 shows the mean customer hours A calculated from (3.25) increasing

as a function of the number of outages. The dots in Figure 3.12 show the customer hours A for

each event in the data. There is considerable variability in the customer hours in the data for

more than 100 outages. Future work could aim to analyze and quantify this variability.

Although sections 3.3.3 and 3.3.4 fit the data for the full range of our data up to 2000 outages,

the data for the events with more than 250 outages becomes sparse and more variable. In order

to be cautious in our conclusions, we limit all the presented results in this section to events with

up to 250 outages. Future work with more data or with more elaborate statistical methods might

well extend the range of prediction.
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Figure 3.12: Curve shows mean customer hours A calculated from (3.25) versus number of out-

ages. Dots show customer hours A of the events in the data.

3.5.1 Risk as a function of number of outages

Let A be the average customer hours lost in an event. A is also the area under the customer

resilience curve for an event. We reproduce the previous formula (3.26) for A in terms of the

number of outages n in the event from section 1.4.4:

A = nc∆r0 +
1
2n(n− 1)c(∆r −∆o) (3.35)

Evaluating (3.35) for n from 1 to 2000, we obtain the log-log plot of A as a function of n as

shown in Figure 3.13.
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Figure 3.13: Average customer hours lost A in an event as a function of number of outages n.

The risk R is calculated by the product of impact (customer hours lost) and probability as

R(n) = A(n)× p(n) (3.36)

A(n) is the customer impact (3.35). p(n) is the probability of n components out in an event ob-

tained in (3.29).

Figure 3.14 shows the risk as a function of n from (3.36). In Figure 3.14 has roughly a power

law relationship with the number of outages. We observe that the larger the number of outages

the smaller the customer risk.
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Figure 3.14: Risk as a function of the number of outages on a log-log scale.

For example, for a small n such as 10 outages the risk is very large at roughly 1192.07 cus-

tomer hours. A similar scenario of a large n such as 1000 outages shows that the risk has rela-

tively small cost at 5.72 customer hours. These two scenarios shows that there is an inverse rela-

tionship in the risk between the number of outages and the customer hours.

3.6 Conclusions

We process 5 years of distribution system outage data to extract and study many resilience

events in which outages accumulate and are restored. As appropriate for quantifying resilience,

we focus only on the resilience events, and do not analyze the frequency of these events or the

times between events that are of interest in other kinds of reliability analysis.

It is usual to separate resilience curves for events into successive non-overlapping phases in

time such as outage and recovery. However, our distribution utility data shows that outage and
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restore processes typically occur together for most of the event. Therefore, instead of using suc-

cessive phases, we show how resilience curves tracking the number of outaged components or cus-

tomers can be easily decomposed into outage and restore processes that can occur at the same

time. These outage and restore processes describe the same information as the resilience curve,

but usefully correspond to different aspects of resilience: the outages are caused by weather in-

teracting with the strength of the components, whereas the restores are done by utility crews and

automatic or remote switching. The decomposition of the resilience curve into outage and restore

processes is known as the Jordan decomposition in mathematics.

We compute some basic statistics of the outage and restore processes. In particular, we esti-

mate fits for the mean and standard deviations of the times between outages and the times be-

tween restores as functions of the number of the outages. The function fitting has the effect of

smoothing and interpolating the noisy data. We also estimate the means and standard deviations

of the number of customers outaged and of the delay until the restore process starts.

Then, given the predicted number of outages, which is estimated in several ways by previous

work [9, 10, 12–15, 23], we obtain formulas for the means of standard resilience metrics, such

as restore and event durations, restore and outage rates, the customer hours lost and its risk as

a cost. These formulas for standard resilience metrics usefully quantify the resilience processes

and show how the metrics depend on the number of outages, the delay before restoration starts,

the average time between restores, and the average number of customers disconnected per out-

age. The outage rate quantifies the overall grid fragility under weather stress and the restore

rate quantifies the overall performance of utility crews. This quantification can help inform in-

vestments that improve these metrics. We also estimate the standard deviations of the restore

duration and the event duration. This leads to estimates of probable upper bounds of restore du-

rations. These credible upper bounds based on past performance should be useful to utilities for

informing customers about their outage duration with confidence. The utility data available to

us limited our resilience processes to counting outages of components or customers. If available,

quantities such as power outaged could be similarly analyzed to obtain useful metrics.
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Our approach models the outage and restore processes directly from utility data and avoids

the complexities of modeling individual component restoration or repair times and their order

of completion. That is, since the utility data itself incorporates the detailed complexities of re-

silience, we can give a high-level description and quantification of resilience. This high-level data-

driven approach is very much a useful complement to the detailed modeling of the restoration

processes by other authors.

The average customer risk for a given size of event can be evaluated as that product of the av-

erage customers lost and the probability of event size. For the utility data examined, the average

customer risk decreases as the event size increases.

In summary, we extract and separate the outage and restore processes from distribution utility

outage data in a new way, estimate the statistics of times between successive restores or outages,

and then show how standard resilience metrics can be derived from these statistics. The overall

effect is to compute some useful resilience metrics from practical utility data.
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4.1 Abstract

We examined the outage cause codes of the resilience events found using the event definition in

chapter 3. Tree limb and weather reasons were determined to be the cause for majority of events

in relation to event size. An exploratory survey of wind speed and its relation to event size was

performed. The wind speed data from NOAA LCD was compressed and combined with the util-

ity data. The results show how the wind speed increases as the resilience event size increases.

4.2 Overview

According to the Congressional Research Service’s 2012 report on weather-related power out-

ages and electric system resilience, tree limbs and high winds from seasonal storms are the main

causes of prolonged outages [1]. In the interest of effective system hardening, detailed distribu-

tion outage data containing geographical and outage cause information can help understand the

cause of outage events. Moreover, weather station data can provide detail about atmospheric

conditions during outages. Since utility data sets are typically heterogeneous using the causes

codes associated with the outages makes it possible to gain more insight into the reasons for out-

ages. This chapter focuses on determining which cause codes contribute the most to outages and

resilience events.
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4.3 Individual Outage Causes

In the distribution utility outage data described in 1.3.1, 64 different cause codes record the

reason for each outage. The cause code “Unknown ” is assigned to a component outage if the

cause is missing or not reported. The 64 original cause codes categorize into seven group causes

as follows: “Weather,” “Tree,” “Treelimb,” “Animal,” “Human,” “Other,” and “Equipment.”

There are 30 094 outages in the distribution utility data and the original cause codes were re-

placed with the associated group cause. The outages are broken down by their group as follows:

10882 are “Treelimb,” 4753 are “Equipment,” 3595 are “Animal,” 1228 are “Tree,” 3784 are “Other,”

840 are “Human,” and 5012 are “Weather.” The “Treelimb” cause code group, an outage occurs

where a tree limb (branch) is either inside or outside the clearance area of the component, and is

different from the “Tree” cause code group which occurs when parts of a tree cause damage to a

component from trimming, a tree dropping on a component, or a utility worker error caused by a

tree. Figure 4.1 shows the breakdown of the event outages by the group outage causes.
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According to the data, tree limb damage and weather are the two leading causes of outages.

Additionally, we examined the composition of outages of small, medium and large events in Fig-

ure 4.2. Tree limbs are the largest cause for outages in all sizes of event. For small (2 ≤ n ≤ 29)

and medium (30 ≤ n ≤ 100) size events, equipment-related outage causes are the second largest

cause of outages. In large (n > 100) size events, weather-related outage causes are the second

largest cause of outages.
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Figure 4.2: Breakdown of cause groups for outages in small, medium, and large events.

Based on this breakdown of the outage causes, there is a strong presence of tree limb outages

and significant amounts of weather-related outages. Although this is the case, it does not mean

that the majority of outages are caused by each of these factors. However, for large events, out-

ages groups “Tree limb” and “Weather” together account for 52% of outages.
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4.4 Majority Causes of Outages in Events

The outages in a given resilience event often have several different cause codes. Instead of an-

alyzing causes of each individual outage, we can analyze the cause of an event by its majority

cause. The majority cause code for an event is the cause with the highest percentage of all out-

age causes in that event. A random choice is used when there is a tie between two or more causes

to determine the majority cause.

Figure 4.3 breaks down the majority causes of all events. According to Figure 4.3, the most

common group event causes are almost equally divided between “Treelimb”, “Equipment”, “An-

imal”, and “Other”, with slightly more “Treelimb” events. Few events had the majority cause

group of “Weather”.
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Figure 4.3: Breakdown of majority cause groups for all events.

However, the majority cause of events strongly depends on event size as shown in Figure 4.4.

The majority group causes of medium and large events are dominated by “Treelimb” causes. For

medium size events, outages groups “Treelimb” and “Weather” together account for 89% of out-
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ages. For large size events, outages groups tree limb and weather together account for 97% of

outages. We can conclude that while small events have a range of different causes, medium and

large events show some homogeneity in cause. Since “Treelimb” causes can largely be associated

with wind, this shows that medium and large events can be mainly attributed to weather.

2-29 30-99 100-2000
0

20

40

60

80

100

number of outages

e
v
e
n
t
m
a
jo
ri
ty
c
a
u
s
e
c
o
d
e
p
e
rc
e
n
ta
g
e

Weather

Tree

Human

Other

Animal

Equipment

Treelimb

Figure 4.4: Breakdown of majority cause groups for small, medium, and large events.

4.5 Outage and Weather Data Processing

Detailed distribution utility outage data were cleaned and processed for use in chapter 2. Lon-

gitude and latitude information provided by the utility outage dataset helped identify the com-

ponents’ regions. It also shows what weather stations are within each region that record weather

measurements as shown in Figure 4.5. Climate information, such as temperature, precipitation,

and wind speed, was collected at the same time as utility outage data by the National Oceanic

and Atmospheric Administration (NOAA). This work focuses on the sub-region of the utility

footprint shown in Figure 4.5.
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Figure 4.5: The gray points are markers for the location of components in the network that were

listed in the outage data. The pink dots indicate a weather station.

4.5.1 Wind Speed Data

The Local Climatological Data (LCD) is a data set from NOAA that contains wind speed and

other wind-related measurements from on-land locations[2]. LCD records date back to 2005 and

are only available for 1000 US stations and include daily extremes, average temperatures, pre-

cipitation, wind speed, and wind direction. I obtained the stations’ locations and LCD data for

Region B from the NOAA website. In the LCD, the hourly wind speed is measured in miles per

hour and is the wind speed at the time of recording.
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4.5.2 Data Compression

The data compression ans coordination of outage and wind speed data is a straight forward

process. The date and hour of and each outage that occurred in Region B is extracted from the

detailed utility outage data. The total number of outages is calculated for each date and hour

and recorded for that timestamp, shown in Table 4.1.

Table 4.1: Hourly Utility Outage Data

.

Outage Date Hour Total Number of Outages

2/18/2011 21:00 1

2/18/2011 23:00 4

2/19/2011 00:00 2

2/19/2011 01:00 2

2/19/2011 01:00 2

...
...

In Table 4.2, the date, hour and wind speed are extracted from the LCD data from NOAA of

the weather stations (pink dots) in Figure 4.5. Missing wind speed values are substituted with 0.

Table 4.2: Hourly Wind Speed

Date Hour Hourly Wind Speed (mph)

1/1/2011 00:00 3

1/1/2011 01:00 2

1/1/2011 02:00 4

1/1/2011 03:00 0

...
...
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The wind speed and the total number of outages from Tables 4.1 and 4.2 are obtained for the

outages in each event.

4.6 Distribution of Wind speed as event size increases

From Section 4.5 we are able to find how the mean wind speed depends on event size as shown

in Figure 4.6.
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Figure 4.6: Mean event wind speed as a function of event size.

Figure 4.6 shows that as event size increases the average wind speed increases as well. The

same can be said for the mean maximum mean event wind speed in Figure 4.7.
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Figure 4.7: Mean maximum event wind speed of outages as a function of event size.

4.7 Conclusion

The work in this chapter examined the outage cause codes for the data set described in sec-

tion 1.3.1 in chapter 1. In general it a was determined that “Treelimb” was the primary cause

for outages and the majority cause for events. In this data set, “Weather” and “Treelimb” re-

lated outages accounted for over 80% of the majority cause of outages for the medium and large

events. These findings showed that as the event size increases the cause for outages in this data

set become more homogeneous.

An exploratory survey of wind speed and its relation to event size was performed. Wind speed

is a common metric used in models and simulations for system resiliency. The wind speed data

from NOAA LCD was compressed and combined with the utility data. The results show how the

wind speed increases as the resilience event size increases.
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5.1 Abstract

We describe some bulk statistics of historical initial line outages and the implications for form-

ing contingency lists and understanding which initial outages are likely to lead to further cascad-

ing. We use historical outage data to estimate the effect of weather on cascading via cause codes

and via NOAA storm data. Bad weather significantly increases outage rates and interacts with

cascading effects, and should be accounted for in cascading models and simulations. There are

very good prospects for improving data processing and models for the bulk statistics of historical

outage data so that cascading can be better understood and quantified.

5.2 Overview

A cascade of related outages weakens or degrades a transmission system in a progressive fash-

ion [2]. In spite of careful design and operation, there can be cascading outages large enough to

cause load shedding and blackouts on our power transmission system. Cascades of blackouts of

this magnitude are relatively rare, but pose a substantial risk [3–6].
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In general, transmission blackouts spread through cascading, and many factors contribute to

initial outages or their subsequent propagation. To assess and mitigate cascading outages, a vari-

ety of models, approximations, simulations, and procedures have been developed [2, 7]. Validat-

ing these efforts with historical data [8–10] can assist in evaluating and improving them. Utility

companies collect outage data much more systematically and automatically now, but extracting

and processing useful information from the data remains a challenge.

In this chapter, we report on some bulk statistical processing of 14 years of transmission line

outage data from a large North American utility. This processing is to describe initial line out-

ages and to start to explore the effect of weather on cascading. Our data-driven analysis of the

effect of weather on the bulk statistics of cascading and aspects of our bulk statistical analysis of

initial line outages are novel. A map of cascading across counties is easily obtained using storm

data and line outage data.

As an alternative to working directly with data as in this chapter, one can make simulation

models that use or are tuned to typical parameter values. This approach has been taken by sev-

eral authors to propose weather effects models in cascading simulations [11–14].

Historical data processing has many advantages, such as avoiding modeling assumptions and

providing a very favorable grounding. However, it is critical to note that the grid evolves over a

14-year period and statistical analysis of historical cascades necessarily describes the risk cascade

over time.

5.3 Data description and processing

5.3.1 Transmission Outage Data

The transmission line outage data in this chapter consists of 42 561 automatic and planned

line outages recorded by a North American utility over 14 years starting in January 1999 and

ending in December 2013 [15]. The automatic line outages are identified within the dataset. This

data is standard and routinely collected by North American utilities. This data is reported in

NERC’s Transmission Availability Data System (TADS) [16, 17] and is also collected in other
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countries. The information in the data includes the outage start time (to the nearest minute),

names of the buses at both ends of the line, and the dispatcher cause code.

5.3.2 NOAA Storm Data

The National Oceanic and Atmospheric Administration (NOAA) Storm Events Database is a

collection of the occurrence of storm events and other significant weather phenomena recorded

by NOAA’s National Weather Service from 1950 to August 2021 [18]. The NOAA storm data

includes the event type, event start and end time, and the location within the state by county

or zone. In this chapter, the period of the NOAA storm data used is between January 1999 to

December 2013.

5.3.3 Data Processing

The work in [19] formed a network model from the line outages using the sending and receiving

bus names to identify connections in the grid. The network model is a connected network and

contains 614 lines and 361 buses. Of the 42 561 automatic and planned line outages in the data,

10 942 are automatic. The analysis of the cascades in this chapter focuses on automatic outages

only. Each cascade begins with initial outages in the first generation, followed by additional out-

ages categorized into following generations until the cascade comes to an end [20].

The initial stage in processing line failures is to arrange them into distinct cascades and then

group the outages in close succession within each cascade into generations. The outages are grouped

into cascades and generations within each cascade using [21, 22]. The technique is summarized

here, with the specifics found in [22]. The technique uses the gap in start time between succes-

sive to categorize the outages. If there is a one-hour or longer break between outages, the outage

following the gap starts a new cascade.If successive outages within a cascade have a gap of more

than one minute, the outage following the interval initiates a new generation of the cascade.The

order of outages within a generation is sometimes impossible to discern since outage times are

only available to the nearest minute.
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Because operator actions are usually completed within one hour and fast transients and pro-

tection actions such as automatic reclosing are usually completed within one minute, this sim-

ple method of defining cascades and generations of outages appears to be effective and has gap

thresholds consistent with power system time scales. [22] investigates the resilience of cascade

propagation when these gap thresholds are varied.

5.4 Effect of weather and other influences via cause codes

A dispatcher’s outage cause code allows the classification of the cascades of outages into two

categories: weather-related and non-weather-related ones. A cascade of outages is considered

weather-related when an outage in the cascade has at least one of the cause codes“Weather,”

“Lightning,”“Galloping Conductors,”“Ice,”“Wind,” or“Tree blown. The field cause code does

not factor into this analysis.

Table 5.1: Some general dependencies of initial outages and average propagation

equivalent annual propagation N = number of outages in cascade

cascade rate λ P [N > 1] P [N > 5] P [N > 10] CAUSE

478 0.28 0.26 0.027 0.007 ALL OUTAGES

101 0.55 0.51 0.096 0.028 WEATHER

377 0.13 0.19 0.009 0.002 NOT WEATHER

588 0.31 0.29 0.04 0.009 SUMMER MONTHS

423 0.25 0.24 0.02 0.006 NOT SUMMER MONTHS

486 0.36 0.34 0.05 0.010 PEAK HOURS

475 0.25 0.24 0.02 0.007 NOT PEAK HOURS

The weather-dependent annual cascade rate, average propagation rate, and cascade size distri-

bution can be viewed in Table 5.1 and Figure 5.1. Based on Table 5.1, only 21% (101/478) of

the cascades are weather-related. Hence, less than 21 percent of the initial outages were caused

by a cascade of weather events. In Figure 5.1, the distribution of initial outages is the same for

weather-related as well as non-weather-related cascades. The propagation of weather-related out-

ages has, however, been greatly increased in Table 5.1 from 0.13 (non-weather related) to 0.55

(weather-related). This is evident with Figure 5.1 in terms of the distribution of the outages in a
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Figure 5.1: Probability distributions of initial (black circles) and cascaded (red squares) outages
with weather (solid line) and no weather (dashed line). Weather is determined by cause code.

cascade after cascading. Weather-related cascades make up a small portion of cascades, but they

multiply substantially to form larger cascades.

However, for the subset of weather-related outages, the same contention isn’t valid because

there is a higher rate of independent outages during bad weather. While the methods of Sec-

tion 5.5 do not provide conclusive results, the results of Section 5.5support this conclusion. Ad-

ditionally, traditional risk analysis does show that independent outages are much more common

during bad weather [23, 24]. As a result, the validity of cascading processing applied to weather-

related outages is called into question. Outages that occur due to network interactions are in-

terpreted as dependent outages. Nonetheless, if the concern is simply the number of subsequent

outages during one hour without regard to the cause, the method may have some validity for



75

●

●

●

●

●

■

■
■

■
■

■
■
■■■■■■■

■■■■■■
■■■■■■■■■

■

●

●

●

●

● ●
●

● ●
●

■

■
■

■
■

■
■ ■■■■■■■■■■■■■■

■■■■■■
■■
■

1 2 5 10 20
10-4

0.001

0.010

0.100

1

number of line outages

p
ro
b
a
b
ili
ty
g
re
a
te
r
th
a
n

Figure 5.2: Probability distributions of initial (black circles) and cascaded (red squares) outages
in summer months (solid line) and remainder of year (dashed line).

weather-related outages. For example, this might be relevant when the operator has to handle

the total amount of outages, regardless of cause, within an hour.

Cascades can be classified by month and time of day, i.e., those occurring during the summer

peak months of June, July, August, September, as well as those occurring outside these peak

hours. Table 5.1 and Figures 5.2 and 5.3 show the impact of the summer months and the peak

hours. The equivalent annual rate in Table 5.1 represents the rate if conditions such as summer

months were applicable all year long.) Outages in the summer months of June, July, August,

September have a modestly increased propagation from 0.25 (not summer) to 0.31 (summer).

In the peak hours between 3 pm and 8 pm, outages have increased propagation from 0.25 (not

peak hours) to 0.36 (peak hours). Note that cascades are also affected by initial outages. Indeed,

summer months show 40% more initial outages and 39% more cascades. On average, there is a
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Figure 5.3: Probability distributions of initial (black circles) and cascaded (red squares) outages
at peak hours (solid line) and off-peak hours (dashed line).

moderate increase in cascade propagation during peak hours and only a small increase in prop-

agation, but an increased rate of initial outages in the summer. Weather effects, however, are

greater than either of these factors.

5.5 Effect of weather via NOAA weather data

Analysis of weather effects on outage cause codes has the disadvantage that cause codes can-

not describe the weather when there is no outage. To that end, key quantities such as the outage

rate in bad weather cannot be determined from cause code analysis.

In addition, the outage cause codes are manually entered, rely on a subjective best judgment

about conditions and classifications, and include a significant proportion (22% of the dispatcher
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outage cause codes) of causes “Unknown”. Coordination of outage data with weather records is

one approach to solving these problems.

The National Oceanic and Atmospheric Administration (NOAA) Storm Events Database is a

collection of the occurrence of storm events and other significant weather phenomena recorded

by NOAA’s National Weather Service from 1950 to present [18]. The NOAA historical storm

data records for 1999 to 2013 were obtained for analyzing the storm weather effects influencing

our outage data. The NOAA storm data includes the event type, event start and end time, and

the location within the state by county or zone. The storm event types that we choose to define

as a storm for analyzing the power grid are “Blizzard”, “Freezing Fog”, “Hail”, “Heavy Rain”,

“Heavy Snow”, “High Wind”, “Ice Storm”, “Lightning”, “Sleet”, “Strong Wind”, “Thunderstorm

Wind”, “Tornado”, “Winter Storm”, “Winter Weather”.

The bus outages are associated with the storm data by mapping the buses to the county they

are located in, and then describing the zones by the counties they intersect. A line is defined as

a county if either its sending or receiving end bus is in that county. Zones are defined as lines

that include a county that the line is in. This associates each line with a set of counties. In some

cases, the set may contain only one county. It is straightforward to count the number of storm

outages of a particular line throughout the observation if it occurs during a storm event in one

of the counties in the set of counties. Furthermore, the total time during the observation during

which there has been a storm event in each county may be determined. The total time during

which a line is subject to a storm event is computed by averaging the time during which each

county that the line is in has experienced a storm. After that, the storm outage rate is calculated

by dividing the number of outages during a storm by the total time it has a storm. Finally, the

average storm outage rate is determined by averaging the storm outage rates over all the lines.

The non-storm line outage rate and the average non-storm line outage rate are computed simi-

larly.
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Based on this analysis, the average non-storm line outage rate is 1.1 and the average storm line

outage rate is 8.1. The significant increase in outages during bad weather impacts how historical

data is processed and how cascading simulations are performed.

5.6 Visual tracking of the outage and restore process by county

Using the NOAA data and outage data we can track line outages as they move across the sys-

tem in time and space and project the propagation on the map by county. In Figure 5.4, an iden-

tified winter storm from the NOAA storm event dataset is visualized with in counties on the

map. The counties are outlined on the map and only counties found in the data set are drawn on

the map. The county color is toggled between green (no storm present) and red (storm present)

to indicate if a storm is present in that county at that time. as a storm event moves across a re-

gion we can track as it moves across BPA in time and in space. The accumulation of line outages

is accounted for within each county indicated by a number.

Figure 5.4: County-level map of the West Coast, colored by counties with storms at that hour,
and green otherwise. Counties’ total outages are shown in still shots over time.

The overall idea of this work is to correlate visually how weather and cascading interact. The

interactions show that although a storm may not be present in a county, if a storm and outage is

present in a neighboring county, that county may still experience outages before protection kicks

in or repairs are made. A video of the still shots for the cascading during the weather can be eas-

ily made to watch the progression in time.
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5.7 Conclusions

Analyzing the effects of weather on cascading, we analyze historical outage data to identify the

origin and propagation of initial outages. Despite analyzing only one large North American util-

ity’s 14-year data set, we can draw specific conclusions from the data. Similar data is routinely

collected by many utilities worldwide, so the methods can be applied broadly, given access to the

data. With a simple process based on outage timing, we can distinguish the initial outage from

the subsequent cascade. Weather-related dispatcher cause codes and NOAA storm data are used

to study the effects of weather on historical cascading outage data. Although only a few cascades

are weather-related, the processing methods used in the chapter show significantly greater prop-

agation from the initial failures and a significantly higher outage rate. In accordance with tradi-

tional power system risk analysis, cascading models and analyses will need to recognize and de-

fine bad weather and good weather regimes in some way. The traditional power system risk anal-

ysis confirms an increased outage rate during bad weather, but the interaction with cascading

propagation remains unclear. As a result of processing limitations, the increased outage rate can-

not be entirely attributed to cascading effects propagating via network effects. New bulk cascad-

ing models and data-processing methods are needed for bad weather conditions. In peak hours

and peak months of operation, cascading propagation is less influenced by bad weather, but there

is a higher rate of cascades during these peak conditions. Historical outage data is crucial to val-

idating simulations of cascading outages. This chapter presents our bulk statistical data process-

ing methods for historical outage data and NOAA data, which are initial approaches that will

be improved in the future. A simple visual of cascading and weather is provided to illustrate the

interaction. Nevertheless, our analysis demonstrates the value of this approach for understand-

ing and quantifying key factors in initial outages and cascading, and the prospects for improving

methods and gaining further insights are excellent.
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CHAPTER 6. DATA ANALYSIS TOOL FOR CONSUMPTION DATA
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Modified from the user guide for Customer Clustering using AMI tool for Small Public Utilities

in American Public Power Association’s DEED Project Library [1].

6.1 Abstract

We have created software for small utilities that processes and analyzes data from advance me-

tering infrastructure (AMI). AMI data is a recording of energy use for distribution customers at

the building level that can be recorded down to the minute. Small utilities can use a deployable

tool to help them handle AMI data. The capacity of categorizing clients based on consumption

is one of the tool’s analyses. Customers are grouped based on load in this analysis using k-means

clustering. Another analytical option in the program is a detailed breakdown of the load usage.

Each client class’s contribution to the hourly load usage is broken below. The program was cre-

ated to allow tiny utilities to clean, analyze, and export data.

6.2 Overview

Utilities, including public power (defined as consumer owned and governed by city councils

or municipal utility boards) have upgraded their data collection methods and processing capa-

bility by deploying new technology such as smart meters and advanced metering infrastructure

(AMI) [2–4] These investments may be made to enable utilities to better detect and respond to
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distribution outages. AMI data can also enable utilities to better understand and respond to cus-

tomer consumption patterns, and especially contribution to peak consumption [5, 6]. Stochastic

and probabilistic data-driven modeling techniques can be used to extract consumption patterns

from historical data to make strategic decisions from the readings. Utilities using data-driven

modeling techniques find helpful information that can characterize their customers based on load

consumption and validate the existing rate class classifications (commercial, residential, etc.).

This understanding can allow the utility to plan investments in new rate designs, demand re-

sponse programs for peak shaving, energy efficiency assistance, renewable energy project loca-

tions, and distribution system infrastructure planning.

Small utilities that invest in AMI may have few staff members who have the time and skills

needed to extract valuable information from AMI data. The extremely large data files are an

obstacle to analysis. The current practice of utilities is to review the monthly energy consump-

tion based on billing for rate class which makes it challenging to define the daily behavior of cus-

tomers [3]. Exploring historical consumption data to gain insight into customers’ load behavior

has significant benefits to small utilities with a small staff.

This chapter presents the components used to develop a research-grade, Excel-based software

tool that small public utilities can use to extract useful information from AMI-based data. The

purpose of the software tool is to help small utilities process AMI-based data with limited staff

resources and save on data processing expenses. The tool can import, process, analyze, and ex-

port large volumes of AMI data recorded at intervals of 15-minutes and 60-minutes. Currently,

there are consulting services offered commercially, but there is no research-grade tool available

to complete such tasks for small utilities. The organization of this chapter is as follows. Section

6.3 presents a literature survey of current techniques for analyzing smart meter data within the

field. Section 6.4 describes the consumption data provided by a small distribution utility located

in the US. Section 6.5 defines and highlights the data mining techniques in the data management

plan used for processing, saving, and exporting data using the tool. Section 6.6 gives the details

of the mathematical formulas used for the five analyses within the tool. Section 6.7 presents the
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architecture of how the tool was structured using the details from the previous sections. Finally,

Section 6.8 presents the conclusion that summarizes the entire chapter.

6.3 Literature Survey

Advanced Metering Infrastructure (AMI) is a critical network that consists of smart meters,

communication, and network support for two-way communication between the utility and the

consumer [6]. An AMI-based system’s consumption data can consist of multiple measurements

at varying time granularity, making the dataset very heterogeneous, voluminous, and challenging

to manage. How to handle the data and determine its integrity are a couple of the many issues

that arise when processing consumption data to extract information [5]. A clean uniform data set

must be produced to extract information from historical consumption data.

In many works in energy literature, the use of data partitioning methods increase the manage-

ability of data for processing and performing analysis [7–13]. The primary focus of these works

is the comparison of different methods for producing load profiles and validating how accurately

the profiles capture the variations in electricity demand across customers. They do not partition

data by customer class. In [14], a segmentation of AMI data was achieved using AMI data but

was grouped by season and not by customer class. A common practice to understand customers’

load behavior is to apply demand profiles derived from clustered data. Balachandra and Chandru

identified nine representative load curves obtained through clustering load profiles in a system

planning exercise for Karnataka in India[10]. Chicco presented a detailed comparison of the per-

formance of several clustering algorithms that results showed that the modified follow-the-leader

and the hierarchical clustering was the most effective and suitable algorithms for customer clus-

tering [15]. Marton et al. demponstrated order-specific clustering algorithm on a case study using

electricity demand data[16]. However, these works did not attempt to identify relevant charac-

teristics of consumption from within the data as a start for clustering consumers. Instead, each

work used a predefined set of characteristics, not customer data.
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Several works note that utilities rely on responses from customer surveys to gain insight into

consumer behavior. Customer surveys are similar to the psycho-graphic consumer segmenta-

tion based on customers’ feelings and actions presented in [17]. However, their segmentation is

based solely on survey data about consumers’ behavior and attitude toward electricity and en-

ergy conservation and did not involve processing any consumption data. The study in [18] pro-

posed procedures to develop probabilistic load models observed from a distribution-level feeder

of a residential community. The paper does not use AMI data and only models the uncertainty

of aggregated feeder-level loads. A Matlab-Simulink-GUIDE tool focusing on the simulation of

residential load at the appliance level was proposed in [19]. Still, it did not consider the load of

multiple houses or different customer classes. References [2–4, 20, 21] explore different techniques

of clustering AMI data for distribution systems specifically residential for stratification. The ben-

efit of leveraging AMI data for analysis, demand forecasting, and state estimation is presented in

[22–24].

The above literature has certain limitations. Firstly, the existing papers use simulated data

and publicly available AMI data of specific customers. Therefore, their data may not be sufficient

to capture load behaviors of different customer classes and is not representative of small munici-

pal utilities. Furthermore, the existing research focuses more on analyzing residential customers.

The load behaviors of other classes of customers have not been thoroughly studied. None of the

listed resources developed a deployable, standalone tool for their model. In addition, to the best

of our knowledge, no similar software tool has been reported in the literature. For this tool, an

actual U.S. small municipal utility provided our dataset with different customer categories.

6.4 AMI Data Description

The AMI data used in this chapter are from a small public power utility that serves roughly

5,000 customers and were used to develop the structure of data in the standalone tool in section

6.7. The utility divides its customers into seven rate classes: residential, small commercial, large

commercial, and industrial, public authorities, public street lighting, and school lighting and fair-
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grounds. Customers are served on several feeders. All rate class have a customer charge and en-

ergy charge based on their expected usage, with a demand charge for large commercial 15-minute

demand (greater than 20 kW) and industrial customers (demand greater than 250 kW). Public

authorities (e.g. power supplied to municipally-owned facilities) are charged at small commercial,

large commercial, or industrial rates depending on demand.

Within the public utility system, over 3,000 customers have smart meters installed, including

industrial customers. The utility and its subcontractors provided three data file types. The me-

ter data management contractor provided monthly comma-separated values (.CSV) files of con-

sumption data with the multipliers applied. The consumption data was recorded in kWh and the

accompanying account information of customer meter and account information were provided

for cross-reference to meter consumption data. Data was recorded at either hourly or 15 minute

intervals (for industrial customers). The utility collected consumption data for four years from

2014 to 2018.

6.5 Data Mining

Data mining is defined as the process that integrates a data management plan to extract, pro-

cess, and obtain helpful information from a given data set [3, 25]. An effective data management

plan aims to process, store, and clean data properly. Understandable models use clean data to

allow the discovery of patterns and trends and the behavior of loads. [3]. In this work, the AMI

tool incorporated a data management plan with six steps[3, 25]:

a) Storing Data- the raw, processed, and supporting information files are stored in a dedi-

cated file folder location.

b) Preprocessing Data- uses data mining techniques that aid in converting raw data files

into an understandable processed global table for analysis in the tool.
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c) Analyzing Data- involves systematically applying statistical and logical strategies to de-

scribe, summarize, illustrate and evaluate these summary data organized by the rate code

(customer class), feeder, or time options (hour, day, week).

d) Preserving Data- data is preserved within the tool by storing summary data in a global

table and calling from the global table to perform each analysis independently from one

another.

e) Export Data- processed data is exportable from the tool as selected tables and pictures

of graphs. The tables are saved as Excel files and imported into Word, NotePad, WordPad,

or Excel. The pictures are .png files that can be imported into Word. The pictures of the

graphs can be used for reports or descriptive data for the loads.

f) Reuse Data- a unique feature is that the processed exported data files from the previous

analysis can be re-imported into the tool for further analysis. This is a convenient feature

that allows for faster processing within the tool.

As seen in Figure 6.1, the diagram of the data management plan illustrates how the data flow

throughout the tool.

Figure 6.1: Diagram of the data management plan
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The benefit of this data management plan is that it allows for voluminous, raw data to be

cleaned to remove incomplete data entries. After cleaning, simple statistical analyses are per-

formed on the data set and expressed in simple summary tables and graphs. A unique feature

of this tool is that the modified data management plan inclusion allows the processed data to

be reused in the tool and outside the tool. Any data that has been cleaned using the tool or

generated from an analysis in the tool can be saved as an comma-separated values (.CSV), text

(.TXT), or Microsoft Excel spreadsheet file (.XLSX).

6.6 AMI Data Analysis

Load duration curve, load profile, customer contribution, customer statistics, and customer

classification are the five analyses provided by the tool. This section defines the formulas for

these analyses. The analyses in the tool are equipped to process and display results for an hour,

day, week, month, or season. A case study for a summer day, July 17, 2017, was included in this

section to demonstrate the output from the analyses.

6.6.1 Load Profile

A load profile is the energy consumption pattern for a customer or group of customers over

a given period, such as hour, day, week, month, season, and year [26]. It is presented as a two-

dimensional graphical display of the aggregated load of a specific group of customers over a given

period at an hourly interval. The aggregated load L(t) at time t is defined by the summation of

the total load of each customer for that rate class as

L(t) =

C∑
i=1

Li (6.1)

C is the total number of customers for that customer rate class. L(t) is calculated for each

hour for each rate class for 24 hours. In the tool the load profile for each rate class is constructed

by plotting the L(t) versus the time in chronological order shown in Figure 6.2.
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Figure 6.2: Each line in the plot represents the aggregated load for the day for that class.

6.6.2 Load Duration

A load duration curve illustrates the aggregated load for each hour used in the load duration

analysis, and is calculated using 6.1.

Unlike a load profile, the load in the load duration curve is plotted in descending order and not

chronological order. The average load is calculated by
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L =
1

C

C∑
i=1

Li (6.2)

Let L be the average load for the entire observed period, and C is the total number of cus-

tomers. The tool plots the load duration curve as a graphical display of the sorted aggregated

load against the average load L. The average load L is also shown in Figure 6.3.

Figure 6.3: Load duration curve for day using all classes.

6.6.3 Customer Contribution

The Customer Contribution is the sum of the loads for all customers within a rate code for the

time period selected for the rate code, either an hour or a 15-minute interval.
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R∑
i=1

L(t)i (6.3)

The stacked bar graph displays the components of total load for each hour of a selected day or

a week. In Figure 6.4, the aggregated load for each rate class for a day is displayed as a stacked

bar graph.

Figure 6.4: Each colored segment is the total consumption of that rate code

Each segment of a stacked bar represents the total consumption for that rate class for the

hour.

6.6.4 Customer Statistics

Basic statistics such as minimum (min), maximum (max), median, and standard deviation

(SD) are commonly used to describe data sets. Max and min values indicate the largest and
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smallest value in the dataset of a rate class, respectively. The mean of a rate class is calculated

using (6.2) and the standard deviation (SD) is calculated using

S =

√√√√ 1

C − 1

C∑
i=1

|Li − L|2 (6.4)

Where S is the square root of the variance of the mean L of that rate class. The customer statis-

tics in the tool is illustrated using box and whisker plots. In Figure 6.5, the consumption for each

customer class has its own box. The max and min load are the upper and lower loads of the cus-

tomer class represented with a whisker. The SD is illustrated with the length of the whisker, if

the whisker is long the SD is high and low if the whisker is small. The median load is represented

with the red line in the box.

Figure 6.5: Box plot for each customer class.
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The red points in Figure 6.5 the plots are the outliers for that class. In Figure 6.5 the large

range in comsumption for the Large Commercial rate class shows that these customers are very

diverse and may need more exploration of the customer consumption behavior.

6.6.5 Clustering Analysis

Although a customer is associated with a specific rate class, their consumption may not re-

flect the typical behavior of the group. Classifying customers based on consumption helps utili-

ties identify outliers for evaluating rate class placement and design of demand charges. The Mat-

Lab ®environment uses the k-Means++ algorithm for clustering analysis [27]. The k-Means++

algorithm was developed by [28] which is a modified version of the k-Means algorithm also known

as Lloyd’s algorithm [29] to achieve a faster convergence to a sum of within-cluster than its pre-

decessor. It uses a two-phase, heuristic process to find k centroids, partition the data into one of

the k clusters using said centroids. In the tool, the algorithm creates k centroids from the aver-

age load L of each customer class for the period specified (hour, day, week, or month) to initial-

ize. Let X be the data set of customers, and each centroid be ci for i ≥ k. The initial centroid c1

selection for a data point xi is assigned at random, and the standard distance between the two is

computed as d(xi, c1). The distance of the data points to a second centroid cj is then computed.

The selection of a second centroid for a random load in X is made by computing the probability

using

d2(xi, c1)∑n
j=1 d

2(xj , c1)
(6.5)

where n is the total number of observations in X. In the second phase, the algorithm then com-

putes the distance of each observation xj to each centroid and selects the closest as the new cen-

troid. The next step is a repetitive calculation to select centroid j at random of the probability

d2(xm, cp)∑
h;xh∈Cp

d2(xh, cp)
(6.6)
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for m = 1, . . . , n and p = 1, . . . , j–1n. Let Cp be the set of all observations closest to centroid cp

and xm belongs to Cp. This step is repeated until k centroids are chosen. The updated centroid

for each category are plotted with the mean cluster load for the rate class to compare clustering

results as shown in Figure 6.6.

Figure 6.6: Cluster loads that contained the majority of residential customers plotted with the

average of the residential load.

The sample graph in Figure 6.6, shows the average individual load for the selected customer

class (purple), the average individual load of the dominant cluster (green), and the average in-
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dividual load of all the other clusters containing at least 15% of the customers from the selected

rate class (yellow). A dominant cluster for a given rate class is a cluster containing the majority

of the customers in that rate class.

6.7 AMI Data Mining Tool

The architecture of the tool has four stages that incorporate the data management plan for

data mining. The four stages are Data Import, Data Preprocessing, Data Analysis, and Data

Export. These four stages follow the data management plan to process and deliver uniform data

files to the user. The flow chart of the tool’s architecture is a visual representation of how the

data is formatted and accessed by the tool within the individual processes as a flowchart. This

architecture will be presented in the stage descriptions below.

6.7.1 Stage 1: Data Import

The architecture of the Data Import stage in the flowchart of Figure 6.7 allows two methods of

importation of AMI data within the tool. The first option is to merge individual ”raw” text and

Excel files into one table. Raw data refers to individual files of AMI consumption, feeder, account

information, and heating/cooling/temperature data that have not been merged. The second op-

tion is to import ”processed data” that has been cleaned and formatted by the tool from a pre-

vious analysis. Processed data refers to a combined file of individual AMI consumption, feeder,

account information, and heating/cooling/temperature data.
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Figure 6.7: Flowchart of options for importing data into the tool.

In Figure 6.7, data files are imported as either raw or previously processed data files exported

from the tool. The raw data is processed using subroutines to format the data into a combined

uniform information table which is then saved in a datastore internally within the tool. The com-

bined data from the Stage 1 will be stored in a datastore within the tool as a tall array.

6.7.2 Stage 2: Data Preprocessing

In Stage 2, the data is imported and cleaned. This is the main purpose of the tool. The flow

chart for Stage 2 is shown in Figure 6.8. This shows how the data steps through the cleaning

process. This step helps create the data into a global table that can be called from any analysis

process in the tool. The global table allows the results of each analysis to be independent from

the datastore, saved independently, and available for further use within and outside of the tool.
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Figure 6.8: Flowchart of process for formatting and filtering data for analysis within the tool.

The global table is created by filtering the data using the analysis settings. Filtering by com-

binations of date, feeder, customer class, hourly intervals, or weekly information aid in mining

data. The condensed data is saved and stored for reuse.

6.7.3 Stage 3: Data Analysis

In Stage 3, the processed data from Stage 2 can be evaluated with five independent analyses:

customer classification, customer contribution, load profile, load duration, and customer statis-

tics. The customer classification screen has a subroutine that groups customers by rate code us-

ing the unsupervised learning technique K-Means to group the customers in categories of similar

consumption for the period as in [3]. The Analysis menu is used to access the analysis procedures

and other interfaces except Stage 1. from the analysis menu on the Analysis Menu. The main

screen serves as a centralized hub to access and review the results from each analysis process.
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Each analysis subroutine calls upon the datastore generated from Stage 2 to evaluate the sup-

porting algorithm for a subroutine.

The Customer Contribution screen has a subroutine that displays and calculates a rate code’s

total contributions within a given period at either the hour or 15-minute interval. The Load Pro-

file screen has a subroutine that graphs the variation in the electrical load versus time. The Load

Duration screen has a subroutine that sorts and graphs the load in descending order of magni-

tude as a load duration curve.

Figure 6.9: Flowchart of options for analyzing the data within the tool.
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6.7.4 Stage 4: Data Export

In Stage 4: Data Export, the user can export processed data and the graphs from analyses as

tables and figures through the Export menu as shown in Figure 6.10.

Figure 6.10: Flowchart of the within the tool options for importing data.

The Data Exporter screen allows users to save the tables from the tool as a .csv, .xlsx, or .txt

extension file to their computer. The Data Exporter screen enables the user to save the figures

from each analysis as a Portable Network Graphic (.png) file.

6.8 Conclusion

The work described in this chapter produced a research-grade tool for small utilities with fea-

tures that import, process, analyze and export tables and graphs of AMI data. The tool gives

small utilities the ability to study customer behavior by feeder, rate class and individual cus-
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tomers for a day or week. Load profiles and load duration curves offer visuals of the aggregated

load. Clustering analysis segments the customers into groups based on their consumption for a

day, a week.

During the development of this tool, we and the small public utility did extensive review and

error-checking of AMI data sets, comparing these with supervisory control and data acquisition

(SCADA) data summaries and the utility’s monthly reports. Some data sets had long sequences

of repeated data that did not match actual customer behavior. This issue was a problem in the

early years when AMI meters had been deployed. The use of a simple tool, like the one devel-

oped in this project, would enable utilities to scan data and find odd outliers that could impact

billing data or incorrectly indicate outages that did not actually occur because of artifacts from

AMI meter communication errors.

Utilities planning to deploy AMI meters will need a plan executed with billing and meter data

management contractors to retrieve and analyze the data. This plan would ensure that the data

will be available, formatted, and have meter multipliers applied.

By exploring the AMI data, utilities can gain insights into their customer load behavior and

the main determinants affecting load consumption. Customer groupings based on load character-

istics and time-varying probabilistic distributions of load consumption can enable various higher-

level applications such as usage-specific tariff structures, consumer-specific demand response pro-

grams, cost/benefit analysis of renewable energy integration programs, and conservation voltage

reduction.
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CHAPTER 7. TRANSMISSION GRID OUTAGE STATISTICS

EXTRACTED FROM A WEB PAGE LOGGING OUTAGES IN

NORTHEAST AMERICA

Nichelle’Le K. Carrington, Ian Dobson, and Zhaoyu Wang, Department of Electrical and

Computer Engineering Iowa State University, Ames, Iowa, USA

Modified from a manuscript published in The 53rd North American Power Symposium

(NAPS 2021) [1]

7.1 Abstract

Detailed outage data is foundational for the study of power transmission grid reliability and

resilience, and particularly for dependent outages and rarer events, but there are very few such

data sets that are published and freely accessible to all engineers and researchers. There are vo-

luminous logs of scheduled and actual outages in a region of Northeast America available on the

web. We show how to compress and process these logged data to obtain bulk statistics describ-

ing the outages, such as event size, propagation, and spread on the network. These statistics are

very useful for calibrating and validating models of resilience to ensure realism, and in developing

data-driven approaches.

7.2 Overview

Obtaining detailed outage data is difficult for researchers and engineers due to confidential-

ity restrictions and the sensitivity of the information once processed. The inclusion of detailed

outage data is foundational for engineering models and simulation for reliability and resilience.

Outage rates averaged over classes of equipment and periods are published by some national or-

ganizations such as [2]. Many books and chapters have realistic annual outage rates for specific
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test systems and sometimes for broad categories of weather conditions. All these averaged, and

typical data are helpful, especially for steady-state Markov modeling of reliability and detecting

trends in reliability. However, it averaged for many problems involving dependencies within out-

ages and rare events, including common cause outages, cascading, and resilience. Typical single

component data do not suffice. The timings and details of many specific outages are required to

advance the field.

While it is sometimes feasible for engineers and researchers to gain access to detailed industry

outage data with non-disclosure agreements and publish some suitably non-identifying overall re-

sults, there is a unique role for public data in advancing the field since methods based on public

data can be reproduced and improved on by other investigators. Moreover, the developed meth-

ods can subsequently be applied across the industry since transmission utilities, and system oper-

ators in North America and worldwide routinely collect their detailed outage data.

There are few detailed outage records freely available to engineers and researchers; indeed, to

the authors’ knowledge, there has been only one such source for transmission line outage data,

namely the Bonneville Power Administration (BPA) website [3]. In this chapter, we show how to

obtain detailed outage data from a second public website.

The BPA published data has been processed in various ways in [4–6] and used to validate and

calibrate models in [5, 7–11]. There are many potential applications for detailed outage data, and

we seek to generally facilitate applications by showing how to extract the new data. One appli-

cation studies the size, propagation, and spread of outages that bunch together in cascading or

weather-induced events, and we show the bulk statistics that can be obtained from the detailed

outage data. These bulk statistics help calibrate and validate cascading models and simulations

[12, 13], or can be sampled to drive resilience quantification [14] directly. There are also parallel

advances in methods driven by detailed outage data in distribution systems such as [15–17].
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7.3 Transmission Utility Data

The New York Independent System Operator (NYISO) is the organization that manages New

York State’s electric grid and wholesale electric marketplace [18]. Detailed power grid outage

data can be publicly accessed from the NYISO website [18]. The outage data on the website span

from July 2002 to the present. For this chapter, we use twelve years of these outage data from

November 2008 to November 2020.

NYISO uses data collection methods that check the system’s current status every 5 minutes

and record the status in a database. This 5-minute granularity of recording interval results in

about 35 000 records per day and 12.6 million per year for each data type. The two data types

that we are interested in using are the actual real-time outages and the scheduled outages. The

real-time actual outage data records the current status of all outages present in the system at the

time of checkpoint, including the timestamp, part identification (PTID), equipment name, and

the outage date/time as shown in Table 7.1.

The timestamp is the checkpoint of the date and time at which the system recorded the in-

formation. Part identification (PTID) is a unique numerical tag identifying each system compo-

nent. The equipment name for a transmission line identifies the names of the sending and receiv-

ing buses and the rated voltage; for example, N.SIMONE-COLTRANE 138 361. The equipment

name for a transformer identifies the substation. Table 7.1 also shows outages of filter capacitors

and circuit breakers. Note that the outage date/time is when the component went out, which is

different from the timestamp. Although the data is public, we follow good practice in anonymiz-

ing the substation names in Tables 7.1 and 7.2.
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Table 7.1: Real-Time Actual Outage Data

Timestamp PTID Equipment Name Outage Date/Time

4/5/2021 2:22 25312 NRTHSIMONE 138N 138E PAR 1 1/15/2018 10:15

4/5/2021 2:22 25126 WYNTON 120 SVC CLC1 1/26/2018 10:15

4/5/2021 2:22 25913 DELFAYO 120KV CAP GC2 FILTER 1/15/2018 10:15

4/5/2021 2:22 25909 N.SIMONE-COLTRANE 138 361 3/25/2021 12:29

4/5/2021 2:22 25908 BRADFORD345KV 8 CB 1/26/2018 10:15

4/5/2021 2:22 25116 ELLIS DC GC1 3/12/2018 00:59

4/5/2021 2:22 25916 E.FITZGERALD-DAVIS 345 31 10/20/2020 17:09

4/5/2021 2:22 25917 GILLESPIE-ELLINGTON 345 30 1/25/2018 10:15

4/5/2021 2:22 25904 N.SIMONE-HOLIDAY 138 465 1/16/2020 10:15

4/5/2021 2:22 25905 SIMONE-N.SIMONE C 115 3-VI 1/15/2018 4:13

4/5/2021 2:22 25937 WYNTON 120KV CAP GC1 FILTER 3/20/2018 00:15

4/5/2021 2:22 25921 MARSALIS 345KV 1500-A CB 4/23/2019 1:25

4/5/2021 2:22 25927 MARSALIS 345KV 77-2X CB 4/23/2019 10:13

4/5/2021 2:27 25912 DELFAYO120KV 120-101 CB 1/15/2018 10:15

4/5/2021 2:27 25312 NRTHSIMONE 138N 138E PAR 1 1/15/2018 10:15

4/5/2021 2:27 25126 WYNTON 120 SVC CLC1 1/26/2018 10:15

4/5/2021 2:27 25913 DELFAYO 120KV CAP GC2 FILTER 1/15/2018 10:15

4/5/2021 2:27 25909 N.SIMONE-COLTRANE 138 361 3/25/2021 12:29

...
...

...
...

The real-time scheduled data record the outages that are scheduled to occur for operational

or maintenance reasons. The real-time scheduled data include the timestamp, PTID, equipment

name, scheduled out date/time, and scheduled in date/time as shown in Table 7.2. The definition

of the timestamp, PTID, and equipment name is the same as in the actual real-time data. The in

date/time is the date and time that the component is scheduled to be re-energized. Commonly,

scheduled outages are rescheduled.
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Table 7.2: Real-Time Scheduled Outage Data

Timestamp PTID Equipment Name Out Date/Time In Date/Time

4/5/2021 2:22 25312 NRTHSIMONE 138N 138E PAR 1 1/15/2018 10:15 12/6/2021 10:59

4/5/2021 2:22 25126 WYNTON 120 SVC CLC1 1/26/2018 10:15 5/12/2022 10:15

4/5/2021 2:22 25913 DELFAYO 120KV CAP GC2 FILTER 1/15/2018 10:15 4/23/2021 2:22

4/5/2021 2:22 25909 N.SIMONE-COLTRANE 138 361 3/25/2021 12:29 10/20/2021 12:59

4/5/2021 2:22 25908 BRADFORD345KV 8 CB 1/26/2018 10:15 4/13/2023 4:59

4/5/2021 2:22 25116 ELLIS DC GC1 3/12/2018 00:59 1/13/2025 00:59

4/5/2021 2:22 25916 E.FITZGERALD-DAVIS 345 31 10/20/2020 17:09 1/25/2025 1:59

4/5/2021 2:22 25917 GILLESPIE-ELLINGTON 345 30 1/25/2018 10:15 2/1/2025 0:59

4/5/2021 2:22 25904 N.SIMONE-HOLIDAY 138 465 1/16/2020 10:15 2/1/2025 23:00

4/5/2021 2:22 25905 SIMONE-N.SIMONE C 115 3-VI 1/15/2018 4:13 12/6/2021 3:45

4/5/2021 2:22 25937 WYNTON 120KV CAP GC1 FILTER 3/20/2018 00:15 10/13/2023 0:59

4/5/2021 2:22 25921 MARSALIS 345KV 1500-A CB 4/23/2019 1:25 3/28/2023 7:45

4/5/2021 2:22 25927 MARSALIS 345KV 77-2X CB 4/23/2019 10:13 3/20/2021 1:15

4/5/2021 2:27 25912 DELFAYO120KV 120-101 CB 1/15/2018 10:15 5/26/2021 10:30

4/5/2021 2:27 25312 NRTHSIMONE 138N 138E PAR 1 1/15/2018 10:15 12/6/2021 10:59

4/5/2021 2:27 25126 WYNTON 120 SVC CLC1 1/26/2018 10:15 5/12/2022 10:15

4/5/2021 2:27 25913 DELFAYO 120KV CAP GC2 FILTER 1/15/2018 10:15 4/23/2021 2:22

4/5/2021 2:27 25909 N.SIMONE-COLTRANE 138 361 3/25/2021 12:29 10/20/2021 12:59

...
...

...
...

...

The intended use of this data is to show that a publicly access dataset can be used for relia-

bility assessments on a transmission system. The real-time scheduled and real-time actual data

files need to be combined into one file that shows a comprehensive account both files in order to

perform assessments.

7.4 Data Processing

Although many utilities record detailed outage data that would provide significant inputs to

reliability models and simulations, most are not readily forthcoming of sharing this data with
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researchers. There are a limited number of publicly access outage data resources available, but

some processing is required to make it viable. Public accessible outage data in its raw form is

heterogeneous and voluminous, with detailed outage information of all components in a system.

This data in its raw state is impractical to use as a direct input into a model for analysis, espe-

cially for transmission line outages. Processing public accessible outage data into a consolidated

form will allow for components such as transmission lines and transformers to be identified for

researchers to use.

This section describes the details of the processing that compresses and combines the actual

real-time outages and the real-time scheduled outages into a single dataset. The processing com-

presses the data to make it manageable, identifies the automatic outages, and removes repeated

data. It is inherent in converting from data recording the outage status every 5 minutes to a list

of outages described once that large amounts of repetitive data must be deleted. All the process-

ing is done using Mathematica to help mitigate the difficulties of handling mixed alphanumeric

and date and time data.

7.4.1 Compression

The objective of the compression is to discard most of the real-time data that is not needed

to make the file sizes more manageable. The source files are for each day from November 2008

to November 2020 (except that some days are missing in April and October 2010 and September

2016). Each month of daily source files is read and compressed as follows.

The real-time actual outage data is very repetitive as the outage is recorded every 5 minutes

until it is restored. The real-time actual outage data is sorted according to PTID, then Equip-

ment Name, then Outage Date/Time, and then Timestamp. Then the outages are grouped ac-

cording to the same successive PTID, Equipment Name, and Outage Date/Time. Only the first

and last of each group (with the minimum and maximum timestamp, respectively) are retained.

This removes most of the repeated records for the same outage and compresses the real-time ac-

tual outage data.
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The real-time scheduled outage data is very repetitive. The scheduled outage is recorded every

5 minutes until it happens, and the scheduled outages are frequently postponed to a later time.

The timestamp is removed, and then duplicate records are discarded. Then only those outages

that are not postponed are retained: the successive pairs of scheduled outages that either have

different PTID or have Out Date/Times differing by more than 16 minutes are determined to be

not postponed and are retained. This leaves a record of only the last time the outage was sched-

uled in a month and compresses the real-time scheduled outage data.

Finally, the monthly compressed data is combined into a single dataset and sorted according to

Out Date/Time for each actual and scheduled real-time data.

7.4.2 Identifying automatic outages

One objective of data processing is to identify the automatic outages. This is done by noting

the outages that occurred but were not scheduled. The automatic outages are those in the actual

real-time outages but not in the real-time scheduled outages.

In detail, for each actual outage, the scheduled outage with the same PTID with scheduled

Out Date/Time closest in time to the actual Out Date/Times is searched for. If there is no such

scheduled outage, or the closest scheduled Out Date/Time is more than one hour different than

the actual Out Date/Time, then the actual outage is identified as automatic. If the closest sched-

uled Out Date/Time is less than one hour different than the actual Out Date/Time, then the

actual outage is identified as scheduled. The processing can now neglect the scheduled outage

data and proceed with the actual outages identified as automatic or scheduled. We were unable

to deduce usable component repair times from the data. The final step is to remove any remain-

ing repeated records of the same outage. Any successive duplicated records of an outage with the

same PTID, Equipment Name, and Out Date/Time are removed as in Table 7.3.
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Table 7.3: Compressed Real-Time Outage Data

PTID Equipment Name Out Date/Time In Date/Time Outage Type

25312 NRTHSIMONE 138N 138E PAR 1 1/15/2018 10:15 12/6/2021 10:59 Automatic

25126 WYNTON 120 SVC CLC1 1/26/2018 10:15 5/12/2022 10:15 Scheduled

25913 DELFAYO 120KV CAP GC2 FILTER 1/15/2018 10:15 4/23/2021 2:22 Scheduled

25909 N.SIMONE-COLTRANE 138 361 3/25/2021 12:29 10/20/2021 12:59 Automatic

25908 BRADFORD345KV 8 CB 1/26/2018 10:15 4/13/2023 4:59 Scheduled

25116 ELLIS DC GC1 3/12/2018 00:59 1/13/2025 00:59 Automatic

25916 E.FITZGERALD-DAVIS 345 31 10/20/2020 17:09 1/25/2025 1:59 Automatic

25917 GILLESPIE-ELLINGTON 345 30 1/25/2018 10:15 2/1/2025 0:59 Scheduled

25904 N.SIMONE-HOLIDAY 138 465 1/16/2020 10:15 2/1/2025 23:00 Automatic

25905 SIMONE-N.SIMONE C 115 3-VI 1/15/2018 4:13 12/6/2021 3:45 Scheduled

25937 WYNTON 120KV CAP GC1 FILTER 3/20/2018 00:15 10/13/2023 0:59 Scheduled

25921 MARSALIS 345KV 1500-A CB 4/23/2019 1:25 3/28/2023 7:45 Scheduled

25927 MARSALIS 345KV 77-2X CB 4/23/2019 10:13 3/20/2021 1:15 Scheduled

25912 DELFAYO120KV 120-101 CB 1/15/2018 10:15 5/26/2021 10:30 Scheduled

...
...

...
...

...

7.4.3 Extracting transmission line outages

The transmission lines in the outage data have a standard format in their Equipment Name of

two 8 character sending and receiving bus names separated by a hyphen, followed by the rated

voltage and other information. It is straightforward to extract the transmission line outages by

detecting this format (select Equipment Names with the 9th character a hyphen), as shown in

Table 7.4.



113

Table 7.4: Real-Time Transmission Line Outage Data

PTID Equipment Name Out Date/Time In Date/Time Outage Type

25909 N.SIMONE-COLTRANE 138 361 3/25/2021 12:29 10/20/2021 12:59 Automatic

25916 E.FITZGERALD-DAVIS 345 31 10/20/2020 17:09 1/25/2025 1:59 Automatic

25917 GILLESPIE-ELLINGTON 345 30 1/25/2018 10:15 2/1/2025 0:59 Scheduled

25904 N.SIMONE-HOLIDAY 138 465 1/16/2020 10:15 2/1/2025 23:00 Automatic

25905 SIMONE-N.SIMONE C 115 3-VI 1/15/2018 4:13 12/6/2021 3:45 Scheduled

...
...

...
...

...

The results of processing the twelve years of data in 45 178 transmission line outages, compris-

ing 9600 automatic line outages and 35 578 scheduled line outages.

7.4.4 Forming the network

The first step in forming the network is to clean the bus names. There can be slight variations

in spaces, punctuation, or abbreviation that prevent the bus from being uniquely identified by its

bus name that needs to be resolved.

After the bus names are cleaned, since almost all transmission lines have a planned or auto-

matic outage in 12 years of observation, it is feasible to form the network from outage data sim-

ply by adding a link between the sending and receiving buses of each line that was outaged in

the data, as explained in detail in [6]. A vital feature of the resulting network is that it is entirely

compatible with the outage data in that, by construction, all the outaged lines can be located on

the network. (Note that it can be difficult in practice to precisely relate the outages with other

descriptions of the network.) There are 1192 buses in the cleaned bus data. Forming the network

directly from the outage data yields a sizeable connected component as shown in Figure 7.1 of

1139 buses. The majority of the 53 buses are not in the large connected component are in por-

tions of the grid outside New York state that are represented less comprehensively. 95.5% of the

lines have voltage ratings ranging from 69 kV to 500 kV.
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Figure 7.1: Network formed from the outage data.

7.5 Outage Statistics

This section shows some bulk statistics derived from the automatic transmission line outage

data that describe how the line outages cascade on the network. The methods used to derive the

statistics are the same as in [5, 6, 19], where they were used to process the detailed outage data

from BPA. The numerical values of the plotted data are given in the appendix to facilitate re-

searchers making qualitative comparisons of the results with other simulated or real data.
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The outage data is grouped into cascades and generations based on the outage start time using

the simple method described in [5].1 An outage occurring more than one hour after the preceding

outage is assumed to start a new cascade, and within each cascade a series of outages less than

one minute apart are grouped into the same generation. Thus each cascade consists of a series of

generations, with each generation containing one or more line outages that occur closely spaced

in time. For example, outages caused by protection within one minute are grouped together in

the same generation. This processing produces 6687 cascades. Since the power system is gener-

ally resilient, 66% of cascades have only one outage, and 84% of cascades have only a single gen-

eration of outages that does not propagate further.

The initiating line outages are those in the first generation of outages. The probability distri-

butions of the number of initiating line outages and the number of line outages in each cascade

are shown in Figure 7.2, and the corresponding survival functions are shown in Figure 7.3.
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Figure 7.2: Probability distributions of the number of line outages in initiating and cascaded out-

ages.

1Note that alternative ways of grouping outages into events are being developed [20].
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Figure 7.3: Survival functions of the number of line outages in initiating and cascaded outages.

Figures 7.2 and 7.3 show how cascading increases the number of line outages beyond the initi-

ating outages. Note the heavy-tailed nature of the distributions, which is also seen in the analysis

of BPA data in [5, Figure 1].

The propagation from generation k to generation k + 1 in terms of the number of lines is de-

fined as

λ(k) =
# lines out in generation k+1

# lines out in generation k
.

The line propagation in each generation is shown in Figure 7.4. The line propagation increases

from a low value and then becomes more noisy for the higher generations due to the sparse data

for the longer cascades. This general behavior is also seen in the analysis of BPA data in [5, Fig-

ure 3].
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Figure 7.4: Line propagation λ(k) as a function of generation number k.

A better way to measure propagation [19] uses the probability distribution of the number of

generations in cascades or events as shown in Figure 7.5. The absolute value of the slope of the

fitted red line in Figure 7.5 is the System Event Propagation Slope Index, or SEPSI, that is a

single number describing the propagation of the generations [19, 20]. In this case SEPSI=3.17.

Figure 7.5 can be compared with the analysis of BPA data in [19, Figure 2] and with NERC data

in [20, Figure 4]. However, a strict quantitative comparison with [20, Figure 4] is not appropriate

because [20] uses a different grouping of outages into events or cascades than this chapter or [19].
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Figure 7.5: Distribution of number of generations in cascades.

The network distance between two lines can be measured as the number of “hops” on the net-

work between the lines [6].2 For example, the distance of line to itself is zero and the distance of

a line to a neighboring line with at least one bus in common is one.

A better way to measure propagation [19] uses the probability distribution of the number of

generations in cascades or events as shown in Figure 7.5. The absolute value of the slope of the

fitted red line in Figure 7.5 is the System Event Propagation Slope Index, or SEPSI, that is a

single number describing the propagation of the generations [19, 20]. In this case SEPSI=3.17.

Figure 7.5 can be compared with the analysis of BPA data in [19, Figure 2] and with NERC data

in [20, Figure 4]. However, a strict quantitative comparison with [20, Figure 4] is not appropriate

because [20] uses a different grouping of outages into events or cascades than this chapter or [19].

The network distance between two lines can be measured as the number of “hops” on the net-

work between the lines [6].For example, the distance of line to itself is zero and the distance of a

line to a neighboring line with at least one bus in common is one.

2More precisely, the network distance between lines Li and Lj is defined as the minimum number of buses in a
network path joining Li to Lj .
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Figure 7.6: Distribution of network distances between random pairs of distinct lines in the same

cascade.

7.6 Conclusions

The work in this chapter shows how to process data from a public website for a region of North-

east America that logged transmission grid outages every 5 minutes. We obtained a detailed list

of component outages that occurred, with the outage times to the nearest minute, the compo-

nent details, and whether the outage was scheduled or automatic. This is only the second such

public source of detailed outage data for transmission grids to the authors’ knowledge. We were

unable to extract repair times from the data. The 12 years of processed data is sufficient to form

a network on which the outages can be located. The detailed outage data is valuable to engineers

and researchers, especially in studying the rarer dependencies between outages that occur in cas-

cading and resilience events. The outage data is rich with possibilities, including the study of

outages of a variety of equipment. To illustrate one of the uses of the data, we show how bulk

statistics were obtained from the automatic transmission line outages in the data can be used to
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quantify how cascading or resilience events propagate and spread. These statistics were formed

similar to those in the other publicly available source of detailed outage data, showing that the

main features of the previous work with this other source of data are reproduced in another re-

gion of North America. The statistics from this and the other public source are foundational in

ensuring realism and validation of simulations and models of cascading and resilience.
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CHAPTER 8. GENERAL CONCLUSION

8.1 Narrative of contributions

In this thesis, a process that automates the extraction of resilience curves from detailed utility

outage data was developed. The detected resilience curves were grouped into three sizes based on

the total number of outaged components. A conventional three-stage framework was applied to

all detected curves in order to extract resilience metrics for a range of event sizes. Resilience met-

rics such as outage process duration and recovery rate were extracted from the data for each size

group using resilience triangles. The mean, median, standard deviation, and the upper bound

95% confidence interval of the metrics was extracted for each group of events. As a result of ap-

plying the three-stage framework to real distribution utility data, undesirable outcomes and pro-

cessing difficulties were observed since outages and restores overlapped in time. When an out-

age and restore overlap in time they cancel out each other during the accumulation that forms

resilience curves, obscuring the structure of the event. The problem of overlapping outages and

restores was solved by developing a way to systematically decompose resilience curves into recov-

ery and outage processes. The separate processes are pure, consisting of only outage and only

restores while keeping the same event duration. Mathematical formulas were derived from the

restore and outage processes to extract resilience metrics as a function of the number of out-

ages. This was done by fitting functions to the mean and standard deviation of parameters of

the recovery and outage processes to smooth and interpolate the data, to give the statistics of

resilience metrics.

A gamma distribution was fitted using the method of moments to estimate the variability of

duration resilience metrics as a function of the number of outages. Currently, utilities have the

ability to predict the number of outages of an anticipated or ongoing event. The estimates of

the variability of duration resilience metrics based on the number of outages provide a way to
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estimate a worst case variability of duration resilience metrics so that utilities can tell their cus-

tomers when a blackout will end with a specified degree of confidence.

The resilience event risk to customers has been captured as a function of the number of out-

ages. The analysis shows that risk decreases as event size increases.

Dispatcher cause codes are studied to identify that tree-limb-related causes are the primary

outage cause, especially for the more homogeneous resilience events larger than 30 outages. Using

daily climate data from NOAA with the utility data a relation between average wind speed by

event size was obtained.

The origin and propagation of initial outages was identified by analyzing one large North Amer-

ican transmission utility’s 14-year data set. With the inclusion of NOAA storm data, cascades

were categorized by dispatcher cause codes as weather-related and non-weather related and the

processing methods showed significantly greater propagation from the initial failures and a signif-

icantly higher outage rate.

A deployable tool was developed to analyze and clean distribution AMI data. The tool pro-

vides features such as k-means clustering to group customers into their rate class based on load

consumption and gives a breakdown of load consumption per rate class. This work provides util-

ities with models that estimate resilience metrics and their variability from their own detailed

utility data; and provides a standalone tool that models and analyzes customer loads using smart

meter data.

The work also demonstrates how to condense and process voluminous logged transmission grid

outage data from a public website of a transmission system utility in the Northeastern region of

America into a valuable dataset. Detailed information such as component details and whether an

outage was automatic or scheduled were identified within the data. Bulk statistics were obtained

from the automatic transmission line outages identified from the processing to quantify the prop-

agation and spread of cascading outages as an example of the value of the data.



125

8.2 Research Contributions Summary

The research contributions for this thesis are as follows:

• A process for systematically detecting resilience curves was developed. An event definition

was developed to automatically find the beginning and the ending of the resilience curve

in utility data. The points in between the beginning and the end of the resilience curve are

the accumulated unrestored outages. The process of detecting event curves systematically

was also applied to customer outage count utility data to find customer resilience curves.

• The three-stage framework was applied to the categorical groups of the resilience curves to

divide each curve into hazard prevention, damage propagation, and restoration phases. Re-

silience triangles were used to approximate the damage propagation and restoration phases

to extract the resilience metrics of recovery rate, outage rate, outage duration, and restora-

tion duration.

• A mathematical method was developed to decompose resilience curves into two indepen-

dent processes consisting of only outages or only restores from each event. Resilience met-

rics such as restore duration, customers hours not served, and outage rates were calculated

from the processes. The average resilience metrics were determined as a function of event

size by curve fitting. Then the mean and standardized deviations of the duration metrics

were derived as a function of event size.

• The variability of the resilience metrics for duration was calculated using a 95% confidence

interval. This enables utilities to predict when restoration will be completed with a high

degree of confidence given the estimate of the event size.

• A risk function that considers customer impact as a cost was calculated. For this utility

dataset the risk cost decreases as the event size increase.

• The outage and event causes were investigated using their dispatcher cause codes. Larger

events are more homogeneous in cause. The dependence of event size on wind speed was
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determined using NOAA data. The wind speed averaged over events increases with event

size.

• A deployable software tool was developed to process smart meter data for small utilities.

The tool allows small utilities to import and clean large amounts of smart meter data, per-

form simple analysis such as load contribution, load duration and customer classification

and export all tabular data and graphics produced from classification for external use. A

data management plan was utilized to assess the quality of utility data and to gain insight-

ful information from real utility data.
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