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Counterexamples to a Method for Identifying Hopf
Bifurcations Without Eigenvalue Calculation

Jaime Arroyo, Student Member, IEEE, and Ian Dobson, Fellow, IEEE

Abstract—We give counterexamples to the numerical method for
detecting Hopf bifurcations in electric power systems by singu-
larity of a symmetrized Jacobian in Y. Zhou, V. Ajjarapu, A fast
algorithm for identification and tracing of voltage and oscillatory
stability margin boundaries, IEEE Proceedings, vol. 93, no. 5, May
2005, pp. 934–946. The counterexamples include some simple ma-
trix examples and a single machine infinite bus power system.

Index Terms—Bifurcation, numerical analysis, power system dy-
namic stability.

I. DETECTING ELECTRIC POWER SYSTEM OSCILLATIONS

THERE is great economic incentive to be able to operate
bulk electric power systems near but not beyond their sta-

bility limits such as the oscillatory stability limit associated with
Hopf bifurcation [1]–[4]. Oscillations in power systems need to
be avoided because they can damage equipment, interfere with
system controls and be a factor in complicated cascading black-
outs [5]. Hopf bifurcations can be detected by eigenanalysis
of differential-algebraic power system models, but it remains
worthwhile to seek to improve the efficiency and accuracy of
these numerical methods.

II. METHOD OF IDENTIFYING HOPF BIFURCATIONS IN [6]

A standard differential-algebraic power system model has the
form

(1)

Define the Jacobian matrices

(2)

(3)

Let be the maximum eigenvalue of the symmetric matrix
. Then Zhou and Ajjarapu [6, section IVC] make

the following claims.
Claim 1: Hopf bifurcation of (1) implies .
Claim 2: for normal power system operation.
Claim 3: indicates a Hopf bifurcation.

Manuscript received July 18, 2006; revised November 13, 2006. Funding in
part from CONACYT Mexico with scholarship number 143893 is gratefully ac-
knowledged. This paper was recommended by Associate Editor M. di Bernardo.

J. Arroyo was a visiting scholar in the ECE Department, University of Wis-
consin, Madison, WI 53706 USA. He is also with the CINVESTAV, Mexico
(e-mail: jarroyo@gdl.cinvestav.mx).

I. Dobson is with the ECE Department, University of Wisconsin, Madison,
WI 53706 USA (e-mail: dobson@engr.wisc.edu).

Digital Object Identifier 10.1109/TCSII.2006.890404

The standard eigenvalue condition implied by Hopf bifurca-
tion of (1) and used to detect Hopf bifurcations numerically is
that has eigenvalues with .

III. MATRIX COUNTEREXAMPLES

Suppose that the system is two-dimensional with lineariza-
tion

(4)

In the case (4) of no algebraic equations, and coin-
cide

(5)

and the maximum eigenvalue of is

(6)

Therefore, the condition is equivalent to

and (7)

On the other hand, the condition for Hopf bifurcation is that
has nonzero eigenvalues , or, equivalently, that

and (8)

Conditions (7) and (8) are different and do not imply each other,
contradicting claims 1 and 3. For example, consider the fol-
lowing values for the matrix in (4):

(9)

is at a Hopf bifurcation with eigenvalues but , and

(10)

has but has both eigenvalues 1 and is not at a Hopf
bifurcation.
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Consider (4) with the change of coordinates

(11)

Then, in the new coordinates

(12)

The eigenvalues, determinant, and trace of are preserved by
the change of coordinates. Let be the maximum eigenvalue
of . Then and (6)
and the generic assumption that imply that

(13)

More generally, consider a state space with more than two
dimensions and a linearization . The system is assumed
to be at a Hopf bifurcation so that there is a single, simple pair of
complex eigenvalues . Then, by choosing a basis with the
first two vectors in the eigenspace corresponding to and the
remaining vectors in the generalized eigenspaces corresponding
to all the other eigenvalues, there is a coordinate change in which

appears in the block matrix form

(14)

We make the generic assumption that the entry of is not
zero. Then, a further coordinate change (11) is applied to the
first two coordinates so that in (14) is replaced by to
obtain

(15)

Then (13) shows that as becomes arbitrarily large the max-
imum eigenvalue of is the maximum eigenvalue of

and becomes arbitrarily large. This shows how
can be arbitrarily large at a Hopf bifurcation. depends on the
choice of coordinates whereas the occurrence of Hopf bifurca-
tion is coordinate independent.

For the case of no algebraic equations, claims 1 and 3 are
correct if the coordinates are chosen so that the matrix is
in Jordan real canonical form (in real canonical form, recall that
simple complex eigenvalues correspond to matrix blocks

along the diagonal). Unfortunately, the transforma-

tion to real canonical form requires knowledge of the eigenstruc-
ture.

To consider cases with algebraic equations, augment (4) with
the algebraic state variable and a linearized algebraic equation

Fig. 1. Single machine infinite bus system.

.

(16)

Then

and

(17)

The case and yields the linearized algebraic
equation and reduces to the case (4) without algebraic
equations considered above. More generally, the dynamics of
(16) are governed by and are independent of the constants

and . In particular, if the system is at a Hopf bifurcation
has eigenvalues for regardless of the constants
and . However, it is clear that generally depends on and

. For example, for small and sufficiently large , ,
so that tends to infinity as . These observations do
not rely on the differential equations in (16) not including the
algebraic variable because

(18)

yields the same matrix (17) and the same observations.
We have not obtained additional conditions under which the

results of [6] become valid. One aspect of the problem is the
non-normal matrices that can occur in linearizations of power
system dynamics. For example, non-normality is implied by
the strong eigenvalue resonances that are conjectured to ex-
plain some power system oscillations [7]. Another aspect in
cases with algebraic equations is directly relating the oscilla-
tory system stability to simple properties of the matrices
or . However, an anonymous reviewer correctly
observed that the arguments in [6] do imply that pre-
cludes Hopf bifurcation.

IV. POWER-SYSTEM COUNTEREXAMPLE

Consider the single machine infinite bus system shown in
Fig. 1. The generator is described by the standard flux-decay
model with a single time constant exciter. The particular equa-
tions used are in [8, sec. 8.22]. The load flow solution is given
by and . The generator parame-
ters are , , , , ,

, . (All data is in per unit except that time
constants are in seconds.) The line parameters are and
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TABLE I
EIGENVALUES AT A STABLE OPERATING POINT

TABLE II
EIGENVALUES AT HOPF BIFURCATION

. The exciter parameters are and the excita-
tion system gain . is varied to yield a normal operating
point and a Hopf bifurcation.

At there is a normal, stable operating point and the
eigenvalues in Table I show that , contradicting claim 2.
At there is a Hopf bifurcation and the eigen-
values in Table II show that , contradicting claim 1.

Moreover, the maximum eigenvalue of is also pos-
itive.

V. CONCLUSION

The counterexamples show that the method proposed in [6]
for detecting Hopf bifurcations without eigenvalue calculations
is generally incorrect. The method fails to detect Hopf bifurca-
tions in some simple power system and low dimensional exam-
ples. Moreover there are low dimensional examples for which
the method incorrectly predicts a Hopf bifurcation. The method
is not independent of the coordinate system chosen whereas
eigenvalues and the occurrence of Hopf bifurcation are inde-
pendent of the coordinate system. We note that Alvarado [9]
has suggested applying a Kronecker sum approach to detecting
Hopf bifurcations in power systems that bypasses eigenvalue
calculation.
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