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Chapter 1

Introduction

1.1 Motivation

Traveling Wave Tubes (TWTs) are amplifiers used in satellite communications (e.g. cellular phones, television broadcast, or scientific satellites) or electronic countermeasures (e.g. radar jamming). The possibility of several simultaneous communications channels in one TWT is attractive since it increases “communication density” for a given satellite, or, alternatively, reduces satellite payload. When a standard TWT is used with multiple simultaneous communications channels (multitone drive) there are unwanted consequences, most notably distortion of the output.

This thesis investigates the modeling of a Traveling Wave Tube (TWT) under multitone drive. Multitone drive means that the spectrum of the input signal, or drive signal, fed to the amplifier has several distinct tones, or carriers, each of which is intended to transmit information not related to the information on the other carriers. For even moderate levels of drive signals the spectrum on the output of the amplifier contains frequency content not found in the input, i.e. the output is not just a scaled version of the input. This distortion of the input signal makes the subsequent decoding of the information on the carriers difficult. We study the physics, modeling, and analysis of the TWT with the aim of improving the device performance.
1.1.1 The Traveling Wave Tube

The Traveling Wave Tube is a device which is used for the amplification of coherent electromagnetic waves, typically in the microwave (1 – 100 GHz) range. The free energy required for the amplification of the wave comes from DC energy stored in an electron beam that is passed in near proximity to the electromagnetic (EM) wave. If the electron beam and the EM wave have nearly the same velocities, energy in the beam is given to the wave which manifests in wave amplitude growth; the growth is due to an inherent instability in the beam-wave system.

Before qualitatively describing the interaction we need to briefly explain the slow-wave guiding structure required for the interaction. There are several guiding structures that are used in practice but we shall restrict our attention to the helical wire, or helix, waveguide. The helix waveguide is composed of a helical wire surrounded by a metal cylindrical sheath; the sheath acts as the ground plane for the waveguide. The shape of the wire has the effect of reducing the phase velocity of a wave propagating on the structure. One may think of the wave propagating along the line of the helix so that the reduction of phase velocity from the vacuum speed corresponds to the time for the wave to propagate over one twist of the helix. A helix with a smaller pitch will therefore have a slower phase velocity. The mode structure of the helix has most of the field intensity concentrated between the helix and the ground plane, but there are also fringing electric fields that extend from turn to turn of the helix; a portion of these fields extend into the center of the helix and have an axial component of electric field. Since the electron beam is sent down the center of the helix it is easy to imagine that these longitudinal fringing fields are those that the beam interacts with; this is in fact the case. Note that any guiding structure used in TWT design must have a longitudinal component of electric field.

Lastly, the presence of the electron beam in the waveguide modifies the vacuum
field structure, and hence changes the dispersion relation for the beam-circuit system. This phenomena is referred to as beam loading. Often in analysis we will speak of cold circuit phase velocity, which is the phase velocity when no electron beam is present in the waveguide. One should keep in mind that if an electron beam is present the circuit wave will never propagate with this cold circuit phase velocity, and in fact the actual wave will always propagate slower than the electron beam.

This is all the detail required for appreciating the role of the waveguide in the TWT interaction. There is a substantial body of literature dealing exclusively with these waveguiding structures (for a taste of what has been known for some time see [52]). We are more interested in analyzing the beam-wave interaction so will take a naive view of the helix and treat it as a simple transmission line. We will try to mention the shortcomings of this approach where applicable.

To aid in understanding the interaction imagine the following “Gedanken TWT”. Consider a propagating sinusoidal electromagnetic wave in the presence of a uniformly distributed monoenergetic electron beam in which the velocities of the electrons in the beam are very close to the wave velocity. Imagine that there is initially no interaction so we simply have the copropagation of the wave and the electron beam. At time $t = 0$ the interaction is turned on at $z = 0$ and this boundary, or wave front, between the regions of no interaction and interaction propagates down the tube; furthermore require that at time $t = 0$ a voltage peak of the electromagnetic sinusoid is at $z = 0$. We are obviously interested in what happens behind the wave front. If we picture the negative of the voltage wave we can imagine that electrons will roll down into this sinusoid and we can hence easily picture whether they are accelerated or decelerated.\footnote{We could also imagine positive charge in the beam for the same effect.} The interaction can then be summarized in three steps:

1. Charges that are in the decelerating regions of the electromagnetic wave are
slowed down (fall back into the well) and charges that are in the accelerating regions of the wave are sped up (fall forward into the well). Notice that not all electrons feel the same force, e.g. those in the bottom of the well feel no force, while those half way up the sinusoid feel maximum force.

(2) The redistribution of charge in the beam forces charges in the circuit to deviate from their unforced trajectories (i.e. the charge trajectories when no beam is present). This amounts to a perturbation in the unforced current, and hence a modification of the circuit voltage.

(3) The induced voltage on the circuit, combined with the original impressed voltage, further modify the beam electron trajectories. Due to the beam loading of the circuit, the electrons tend to bunch in the decelerating phase of the circuit wave; therefore, there is a higher concentration of charge in the decelerating phase. Reapplication of step (1) will imply energy is given to the wave and the amplitude of the wave grows.

The above steps do not indeed happen in such a discrete cause and effect manner; rather, they evolve self consistently.

1.1.2 The Multitone Problem

With the above picture, the problem of multitone drive may be simply motivated. In place of the single tone above we introduce multiple forcing tones. Each tone has its own wavelength which is calculated from the dispersion relation of the circuit. Then in step (1) above the net force an electron in the beam feels is not only due to the single sinusoid, rather it gets a kick from each tone. The amount of kick depends both on its phase with respect to the various tones as well as the tone amplitudes. Each particle then gets its own trajectory modification and the sum
of these modifications forces the redistribution of charge on the circuit, which further influences the trajectories of the electrons. The self-consistent solution of the interaction results in the growth of the imposed tones.

One can imagine that the bunching that results from multitone drive has spatial (and hence temporal) characteristics of the driving tones. Moreover these characteristics will reflect not only frequencies (in the spatial distribution of bunches) but also amplitudes of the tones (in the intensity of bunching at the particular frequency, maybe measured by a Fourier transform). In fact this bunching structure combined with the ballistic response of the electron beam can induce tones on the circuit that were not imposed. In a communications application, spectral content on the output that was not present on the input is clearly undesired as it complicates decoding of the information. Indeed the motivation of this thesis is to physically understand the dynamics of multitone drive and the resulting spectrum.

1.2 Literature Review

The TWT was invented in 1944 [26] and a substantial amount of work has gone into understanding the principles of its operation. In this section we try to highlight the portions of that work that have the most relevance to us. In particular we will make no attempt to cover aspects of the device unrelated to our work, such as the effect of helix support structures on helix dispersion; rather, we will focus on the literature dealing with the physics of the beam-wave interaction. The material discussed will mostly be theoretical in nature, but experimental results will be alluded to when relevant.
1.2.1 Overview of TWT Modeling Techniques and Review of the Literature

The classic model of a TWT was established by J. R. Pierce and published in 1947 [44]. The analysis uses a one-dimensional transmission line equivalent to represent the waveguide, and models the electron beam as a one dimensional fluid. The two fluid equations for the electron beam are a Newton’s Law relation and an equation of continuity, written in Eulerian coordinates. As these equations are quasi-linear (linear in the highest order derivative) the first step of the analysis is to linearize. The solution to the linearized equations does a good job of predicting TWT performance in the small-signal regime. There is a substantial amount of physics that can be added to the model, the details of which have been presented in several text books such as [24, 26, 33, 45].

Even the most basic one-dimensional TWT equations are not linear. The effect of the nonlinearities on the beam-wave interaction and its manifestation in the circuit voltage is very important. One consequence was mentioned earlier in motivating the multitone problem. Indeed the unwanted spectral content on the output is due to the nonlinear response of the electron beam to the voltage on the transmission line. This is an issue not only in communications applications, but even under single tone drive when one wants to predict the amount of power in the wave at the fundamental driving frequency. Another nonlinear effect is that of saturation in which the electron bunch that had formed in the decelerating phase is decelerated so much so that it falls back into the accelerating phase of the wave. At this point the wave starts giving energy back to the beam and the circuit voltage saturates and starts decreasing.

In the classic Pierce model the beam fluid equations were written in Eulerian coordinates. An alternative set of coordinates, which will be used in this thesis, are Lagrangian coordinates. Since the choice of coordinates plays a major role in this
thesis, we briefly describe Eulerian and Lagrangian fluid coordinates here. Eulerian coordinates are the conventional space-time coordinates, e.g. \((r, t)\). Then, for instance, the fluid velocity function is written \(v(r, t)\); this function gives, at time \(t\) and location \(r\) the velocity of the fluid element occupying that location. Notice for \(v(r, t)\) to be a well defined function there may be only one value of velocity at each point in space at a fixed time; there may only be one fluid element at the position \(r\) at a fixed time. Alternatively in Lagrangian coordinates, as independent variables one may use the initial position of the fluid elements, \(r_0\), and time, \(t\); thus a fluid element position function would be written as \(r(r_0, t)\). This way of describing the fluid has the advantage that two different fluid elements, labeled by different values of \(r_0\), may occupy the same \(r\) position without violating the well-behavedness of the function \(r(r_0, t)\). The model equations for a fluid in the two different sets of coordinates will be slightly different, but they will model the same physical situation.

When the early TWT researchers did nonlinear analyses most of their attention turned to the Lagrangian description. One researcher not in this group, F. Paschke, retained the Eulerian description for Klystron analysis (a device closely related to the TWT). In particular he studied space-charge waves and harmonic generation in a velocity modulated beam using a successive approximation type of analysis [39, 40, 41]. Recently there has been some work done by a group of authors who extend Paschke’s methods and apply them to a TWT. Using an Eulerian description, they study power in the fundamental and harmonic frequencies at saturation, and propose methods for suppression of harmonics based on their results. In their work they compare their results to what is considered a more accurate Lagrangian theory [14, 15, 16, 17].

It was realized early on that electron overtaking occurs at lengths even before saturation. As discussed, the Eulerian description cannot describe the situation where
two fluid elements occupy the same position at an instant of time. Thus in 1953, only 6 years after Pierce’s seminal paper, A. Nordsieck formulated the TWT equations using a Lagrangian fluid description [38]. The assumptions made in this work were severe, but nonetheless it developed a framework on which several authors built. The number of theoretical papers written using this foundational method, or something very similar, are numerous. Each paper makes its own modification or improvement to the model. Rather than list all of the papers here we refer to the book by Rowe [49] in which he exhaustively covers the details of the modeling choices, applies the modeling technique to several microwave devices, and includes references to much of the literature mentioned. A very good paper that compares experimental data on the nonlinear saturation phenomena to much of the above mentioned modeling is [12].

In this thesis we are interested in modeling the TWT when it is driven by several tones. The first attempt to formulate the Lagrangian model discussed for the multitone drive case was Giarola [25]. Like Nordsieck’s paper this treatment made several severe assumptions, but was a framework for other authors to study and improve upon [20, 50]. In fact in this thesis we will formulate a version of Giarola’s model and study it in ways it has not been studied in the literature.

1.2.2 More TWT Modeling Literature

The literature review required for the thesis has been presented. Since we do not want to give the impression that Giarola’s model is the current state of the art, we now discuss the work that has been done in the 30 years following Giarola’s paper. It is not unreasonable to say that the foundational work for modern day modeling was done in the papers previously mentioned. Activities today are increasing the level of detail included in modeling both the circuit and the electron beam. In general the

---

2 For a nice summary of microwave device modeling in 1999 one should see the article by Antonsen, et al. [4].
electron beam is treated as a one, two, or three dimensional “macro-particle” beam and the circuit is represented by either a sheath or tape helix model. The circuit analysis may be done in the frequency or time domain. In some instances the circuit is just represented by frequency dependent parameters that are calculated from a different electromagnetics solver. Examples of some of these models may be found in [2, 3] and [21, 22]. Finally, with regard to the macro-particle approach, there have been other papers that are similar in spirit but take a slightly different approach to modeling the beam-wave interaction [18, 53].

At this time a fully 3-dimensional “First Principles”, or particle-in-cell (PIC) model of the TWT is impractical for computing resources. While the required tools exist, not much TWT modeling has been done with them. Some researchers have developed one-dimensional PIC codes that display the fundamental beam-wave interaction physics [11, 37].

1.3 The Contribution of this Thesis

Since we have stated that we will study a model similar to Giarola’s in this thesis, the purpose of this thesis is not to advance the state of the art TWT modeling. Instead the purpose of this work is to carefully analyze the fundamental beam-wave interaction for a TWT with multitone drive. This careful analysis, it is hoped, will set the stage for suggested methods of improving the performance of a TWT under multitone drive. To this end we employ a few mathematical techniques that have not previously been applied to the multitone TWT model. The contributions of this thesis can be summarized as:

(1) Redeveloping Giarola’s equations in coordinates more amenable to analysis and physical interpretation.

(2) Linearizing the Lagrangian model, including a study of the Jacobian matrix
(single tone and multitone).

(3) Linearization by the method of collective variables (single tone and multitone).
Chapter 2

Single Tone Analysis

As a starting point for our analysis of the TWT under multitone excitation we elect to first consider a single tone model. Since the single tone model is very similar to the multitone model, analysis on this simpler case will be easily extendable to the multitone case. Furthermore, intuitions developed here will greatly aid in understanding the multitone model.

We outline the model originally presented by Nordsieck [38] taking time to clearly spell out differences between this model and the classic modeling by Pierce ([44], [45], [26]), as well as offering an interpretation of the physical meaning of the variables and equations. Next we cast the model into a Hamiltonian form similar to that of a high gain Free Electron Laser (FEL) model [8] along with changing the reference frame from the cold circuit wave frame to the unperturbed electron beam frame. Since the numerical solutions to the model will be important, we spend some time discussing the numerical issue of stiffness found in our system and present some solutions for a few cases. We then identify a system equilibrium and investigate the eigenvalue structure for a TWT under single tone excitation. Lastly, a linearization of the model about the equilibrium using the method of collective variables is performed and results are presented.
2.1 Single Tone Model

The “large signal” model of Nordsieck was widely used and improved upon for many years following its publication. For an extensive treatment of the model as applied to TWTs and other microwave devices see Rowe [49]. Here we discuss the foundations for the model, including physical and mathematical assumptions made in the derivation, and present the model in one of its original forms.

2.1.1 Presentation of the Nordsieck Model

Model Foundations

As discussed in Chapter 1, to describe the behavior of a TWT one must model the interaction of the radiation field of the slow wave circuit and the dynamics of the electron beam. In general this is a very ambitious task. Efforts prior to Nordsieck’s paper were linearizations of the fundamental equations and thus lacked substantially in their predictive power. To model nonlinear effects Nordsieck discovered that one may formulate the equations in Lagrangian coordinates. This formulation allows modeling of electrons in a beam overtaking each other, whereas modeling electron overtaking is not possible in an Eulerian formulation.

Before proceeding we should introduce the differences between an Eulerian description and a Lagrangian description as this is the essence of what separates Nordsieck’s model from earlier analyses (e.g. Pierce).\(^1\) The terms Eulerian and Lagrangian have their origins in fluid dynamics and continuum mechanics and are applicable since we are modeling the electron beam as a fluid. It is vital to understand that the fundamental modeling equations are the same in both cases, the difference being what one chooses as the independent variables. An Eulerian description treats...
configuration space variables as independent variables where fluid quantities such as density are evaluated at points in space-time, e.g. \( \rho(r, t) \). A Lagrangian description uses fluid element initial position and time as independent variables; thus, a fluid quantity such as density is parameterized by time and fluid element label, e.g. \( \tilde{\rho}(r_0, t) \).

If one wants to calculate density in configuration space from \( \tilde{\rho}(r_0, t) \) one would need a trajectory function for each fluid element, i.e. \( r(r_0, t) \) where \( r \) is the configuration space coordinate, \( r_0 \) is initial fluid element position, and \( t \) is time. To get \( \rho(r, t) \) one would invert \( r(r_0, t) \) giving \( r_0(r, t) \), and substitute this function into \( \tilde{\rho}(r_0, t) \).

To start modeling, several simplifying assumptions need to be made. The assumptions regarding the helix circuit are discussed first. The circuit is replaced by a dispersionless transmission line and instead of solving for fields one solves for voltages on the transmission line. This is a common simplification and was used in several of the earlier analyses. Next, we ignore reflections on the transmission line and assume only a forward wave exists. Lastly, the impedance of the circuit is assumed to be only at the fundamental frequency so that the only frequency component of the charge density that induces voltage on the circuit is the fundamental tone.\(^2\)

The electron beam is made tractable by assuming it is a one-dimensional fluid in which repulsive forces between electron fluid elements are ignored. The interaction is considered to be periodic in time; choosing any point in space we see a periodic voltage wave of a constant amplitude and a periodic beam density profile pass by in time. Although there is time periodicity at points in space, there is no spatial periodicity at points in time; indeed, if there were spatial periodicity there would be no growth of the wave nor bunching of the beam. Because of the periodicity assumption we may consider only one period of the wave and the corresponding \(^2\) To understand this last assumption consider that a pure tone excitation will bunch the beam sufficiently to give density modulation with high frequency content; we assume only the excitation frequency induced into the beam feeds back and induces voltage on the circuit. If one lets the other frequencies induce voltages one has a multitone model, which is the subject of Chapter 3.
piece of the beam. These are the assumptions required for deriving the model. For further analysis, including calculating numerical solutions, one effectively chops the beam into disks\(^3\) and treats the disks as “particles”.

The model is derived from three fundamental equations. For the evolution of the voltage on the transmission line an inhomogeneous telegrapher’s transmission line equation is used. The source term in this equation is a function of the electron beam charge density as charges in the beam influence the motion of charges (currents) in the circuit (and hence voltages). For the evolution of the electron beam Newton’s law is used in conjunction with an equation of continuity. The continuity equation used is not the standard Eulerian form, rather a Lagrangian form that comes from requiring conservation of charge. Intuitively charge conservation can be understood by considering the fact that a charge element of width \(\Delta z_0\) that enters the interaction region at time \(t_0\) must be accounted for at some later time \(t_1\) within a different elemental width \(\Delta z_1\). Newton’s law is used to determine the trajectories of these charge elements by relating the force on the charge in the beam to the gradient of the voltage on the transmission line.\(^4\) All of the equations are one dimensional in space with an additional dimension for time. For a detailed exposition on the validity of these equations see Rowe [49]. The equations are presented below:

\[
\frac{\partial^2 V(z,t)}{\partial t^2} - v_0^2 \frac{\partial^2 V(z,t)}{\partial z^2} = v_0 Z_0 \frac{\partial^2 \rho(z,t)}{\partial t^2} \tag{2.1}
\]

\[
\frac{\partial^2 z(z_0,t)}{\partial t^2} = - \frac{e}{m_e} \frac{\partial V(z,t)}{\partial z} \tag{2.2}
\]

\[
\rho(z,t) = \frac{I_0}{u_0} \frac{\partial z_0(z,t)}{\partial z} \Bigg|_t \tag{2.3}
\]

\(^3\) In the literature the discretization is an implied feature of a Lagrangian model, which is described by a system of ordinary differential equations. These models are also sometimes called “large-particle”, or “macro-particle” models. In this thesis we maintain a fluid description, which is described by partial differential equations, until we explicitly discretize.

\(^4\) As mentioned the description of the electron beam is a fluid one and when we talk of charge elements of width \(\Delta z\) we really mean differentially small elements. In this way we will use the word fluid element as a differentially small “chunk” of fluid.
In equations (2.1)-(2.3) $V(z,t)$ is the transmission line voltage, $\rho(z,t)$ is the electron beam fluid charge density, $v_0$ is the cold helix phase velocity (i.e. the phase velocity of the circuit when no electron beam is present), $Z_0$ is the transmission line impedance, $z(z_0,t)$ is the position function of a fluid element at time $t$ whose value at time $t = 0$ was $z(z_0,0) = z_0$; $z_0$ takes a continuum of values corresponding to the space the beam occupies at $t = 0$, $\frac{e}{m_e}$ is an electron charge to mass ratio ($e < 0$ for an electron), $I_0$ is the value of beam current at $(z,t) = (0,0)$ ($I_0 < 0$ for electron current), $u_0$ is the electron beam velocity at $(z,t) = (0,0)$, $\frac{I_0 u_0}{m_e}$ is therefore the charge density at $(z,t) = (0,0)$, and $z_0(z,t)$ is a function whose value is, for the fluid element at position $z$ at time $t$, its $z$ value at time $t = 0$, $z = z_0$. The functions $z(z_0,t)$ and $z_0(z,t)$ are related in that for a fixed $t$ the function $z_0(z,t)$ is the inverse (pending its existence) of $z(z_0,t)$. One of the benefits of the Lagrangian formulation is that it allows for overtaking of electrons in a beam, which means at some time $t$, $z(z_0,t)$ will have the same value for at least two different values of $z_0$. Therefore its inverse function, $z_0(z,t)$, will not be well defined; the $| \cdot |_t$ notation is introduced to take “...the sum of $[\frac{\partial z}{\partial z}]$ values for all branches of the multivalued function $z_0$.”[38].

In our final Lagrangian model, the independent variables will be scaled versions of $z$ and $z_0$. When $(z, z_0)$ are the independent variables we have a fluid element time function $t(z, z_0)$; the time it takes fluid element $z_0$ to get to position $z$. Notice then in equation (2.1) the dependent variable $t$ appears as an argument of the dependent variables $V$ and $\rho$, and some differentiations are with respect to $t$. Furthermore, in equations (2.2) and (2.3) functions $z_0(z,t)$ and $z(z_0,t)$ appear, so clearly $(z, z_0)$ are not explicitly the independent variables of the system. This is one of the complications with equations (2.1)-(2.3) which is why we must do some work to get them in usable form.
Variable Definitions

The first step in the formulation involves changing from the laboratory frame to a reference frame moving with the unperturbed circuit phase velocity $v_0$. To change reference frame is simply to define new independent variables such that sitting at the origin of the new coordinate system (i.e. traveling at the reference frame velocity with respect to the lab frame) implies that your new coordinate remains zero. The equations are then written in the new coordinates.

The lab frame space variable $z$ is transformed into a frequency normalized variable $y$ as defined by the following relation:

$$y \equiv C \frac{\omega z}{v_0}$$

In (2.4) $C$ is the Pierce growth parameter, and $\omega$ is the radian frequency of the single tone assumed to be on the TWT. The growth parameter is defined by $C^3 \equiv \frac{Z_0 ln I_0}{4V_0}$, where $Z_0$ is the circuit impedance, $I_0$ is the DC beam current, and $V_0$ is the beam voltage. The second variable is a phase variable which combines $z$ and $t$:

$$\Phi \equiv \omega \left( \frac{z}{v_0} - t \right)$$

The phase it describes is that with respect to a traveling wave of frequency $\omega$ and speed $v_0$, namely the cold circuit wave. In other words a point of constant phase on the cold circuit wave has a trajectory given by $z(t) = v_0 t$, evaluating (2.5) along this trajectory (i.e. plugging $v_0 t$ into the $z$ component of (2.5)) one sees that $\Phi(v_0 t, t) = 0$, so for any other pairs of $(z, t)$ equation (2.5) computes phase with respect to this constant phase point. In this way we are defining a moving coordinate system in that our coordinate only takes a nonzero value if a $z$ value deviates from $z = v_0 t$.

At $t = 0$ the portion of the beam corresponding to one period of the interaction occupies a region of space; each point $z_0$ in that region has a value of phase with respect to a traveling wave and this phase could be calculated by setting $t = 0$.
in (2.5). In fact we choose the phase at time $t = 0$ relative to a wave of frequency $\omega$ traveling at the initial beam velocity, $u_0$ (referred to as the stream wave). This is given by:

$$\Phi_0 \equiv \omega \frac{z_0}{u_0}$$

Eventually $\Phi_0$ will become our independent variable while $\Phi$ will be a dependent variable. To represent the amount of electron beam in one wavelength of the stream wave we will let $\Phi_0$ take values in the interval $[0, 2\pi]$. 

Now we consider dependent variables that will describe the evolution of the electron beam fluid and describe the evolution of the circuit voltage wave. First we consider the electron beam description. The Lagrangian “position” coordinate function of a fluid element we will define as $\Phi(y, \Phi_0)$; this is the same $\Phi$ as in equation (2.5). That is, $\Phi$ in (2.5) can be viewed as a general coordinate transformation and inserting the fluid element time function, $t(z, z_0)$ into the $t$ coordinate of $\Phi$ gives $\Phi(y, \Phi_0)$ if $(z, z_0)$ is further transformed to $(y, \Phi_0)$. Note how $\Phi_0$ appears as an independent variable in $\Phi(y, \Phi_0)$ as one would expect for a Lagrangian dependent variable; this implies that different fluid elements will take different trajectories, or the fluid might stretch, squish, and/or cross over itself.

For a total specification of the fluid state we define a variable for the velocity of a fluid element. We define the velocity with respect to the moving coordinate system. That is, if a fluid element has a value of velocity equal to zero in the moving frame variable it would have a velocity of $v_0$ in the lab frame. This is accomplished by the following definition:

$$\frac{\partial z(z_0, t)}{\partial t} \equiv v_0 [1 + Cw(y, \Phi_0)]$$

We see again that $\Phi_0$ appears as an argument of $w(y, \Phi_0)$ as it should. Note that $\Phi(y, \Phi_0)$ and $w(y, \Phi_0)$ are total fluid functions in that they track every initial fluid

---

5 In this thesis we allow the $\equiv$ symbol to implicitly define quantities on the right hand side of the expression in terms of known quantities on the left hand side of the expression.
element as parameterized by $\Phi_0$.

As a last note regarding $\Phi(y, \Phi_0)$ and $w(y, \Phi_0)$ as fluid functions notice that a fluid element’s state is parameterized by space rather than time as we are used to. The effect of this is that if we fix $y$ in $\Phi$ or $w$ and vary $\Phi_0$, we get the phases and velocities of all of the elements at the specific point in space, $y$. Obviously the elements do not all occupy this point in space at the same time.

Lastly, we assume a particular form for the voltage solution. The phase of the voltage with respect to the cold circuit wave will change as the beam-wave interaction progresses and therefore we need our circuit voltage solution to model this phenomena. More specifically, we assume a voltage wave solution as a single tone traveling wave that may have $y$ dependent phase shift and substitute this form into our model equations. The components of the voltage wave are defined by:

$$V(y, \Phi) \equiv \frac{Z_0 I_0}{4C'} \left[ a_1(y) \cos \Phi - a_2(y) \sin \Phi \right]$$  \hspace{1cm} (2.8)

The relative weighting of the sine and cosine terms determines the phase of the total voltage wave. We will need evolution equations for both $a_1(y)$ and $a_2(y)$ as they both appear in (2.8). Notice the phase $\Phi$ as it appears in (2.8); along with being a traveling wave phase, if one considers $\Phi(y, \Phi_0)$ as the function ascribing a phase value, relative to the voltage wave, of a fluid element based on the fluid element’s space-time coordinates, then for a given fluid element $V(y, \Phi(y, \Phi_0))$ is the voltage the fluid element sees as it passes through the interaction region.

**Transformed Equations**

We are now ready to present equations (2.1)-(2.3) written in transformed Lagrangian coordinates. There are details such as transforming the differential operators from lab coordinates to the new coordinates and assuming a Fourier series form for the charge density $\rho(y, \Phi)$ that will be skipped here but covered in detail in Chapter 3.
The transformation yields:

\[
\frac{da_1(y)}{dy} = -\frac{2}{\pi} \int_0^{2\pi} \frac{\sin \Phi(y, \Phi_0)}{1 + Cw(y, \Phi_0)} d\Phi_0 \quad (2.9)
\]

\[
\frac{da_2(y)}{dy} = -\frac{2}{\pi} \int_0^{2\pi} \frac{\cos \Phi(y, \Phi_0)}{1 + Cw(y, \Phi_0)} d\Phi_0 \quad (2.10)
\]

\[
\frac{\partial}{\partial y} \left[ 1 + Cw(y, \Phi_0) \right]^2 = C \left[ \left( a_1(y) + C \frac{da_2(y)}{dy} \right) \sin \Phi(y, \Phi_0) \right. \\
+ \left. \left( a_2(y) - C \frac{da_1(y)}{dy} \right) \cos \Phi(y, \Phi_0) \right] \quad (2.11)
\]

\[
\frac{\partial \Phi(y, \Phi_0)}{\partial y} = \frac{w(y, \Phi_0)}{1 + Cw(y, \Phi_0)} \quad (2.12)
\]

These are identical to the third set of equations in [38], namely (13'), (14'), (17'), and (20').

If one prefers a magnitude and phase type description of the wave it can be calculated from:

\[
A(y) = \frac{1}{4} \left[ a_1^2(y) + a_2^2(y) \right]^{\frac{1}{2}} \quad (2.13)
\]

\[
\tan(-\theta(y) - by) = \frac{a_2(y)}{a_1(y)} \quad (2.14)
\]

In (2.14) \( \theta(y) \) is the phase of the actual wave with respect to the stream wave (which does not exist, but again is a convenient reference) and the detuning parameter \( b \) is given by:

\[
b \equiv \frac{u_0 - v_0}{C u_0} \quad (2.15)
\]

Equations (2.9)-(2.12) are partial integro-differential equations and indeed quite formidable. What we have gained by writing the equations in the Lagrangian form is the ability of our model to represent the beam crossover in that \( \Phi(y, \Phi_0) \) is allowed to have the same value for more than one value of \( \Phi_0 \) (and will be seen to indeed behave in this way when results of numerical simulations are presented). This was not possible in an Eulerian analysis such as Pierce’s where the dependent variables could only take on one value for a particular space-time point.
The Small $C$ Equations

Admittedly equations (2.9)-(2.12) are still somewhat complicated. Further, physical insight into TWT behavior on initial inspection of these equations is difficult to gain to say the least. To simplify matters we consider the “small $C$” limit of equations (2.9)-(2.12). This limit of $C$ values turns out to apply to a wide range of real devices. The result of assuming $C \ll 1$ is:

$$\frac{da_1(y)}{dy} = -\frac{2}{\pi} \int_0^{2\pi} \sin(\Phi(y, \Phi_0)) \, d\Phi_0 \quad (2.16)$$
$$\frac{da_2(y)}{dy} = -\frac{2}{\pi} \int_0^{2\pi} \cos(\Phi(y, \Phi_0)) \, d\Phi_0 \quad (2.17)$$
$$\frac{\partial w(y, \Phi_0)}{\partial y} = \frac{1}{2} [a_1(y) \sin \Phi(y, \Phi_0) + a_2(y) \cos \Phi(y, \Phi_0)] \quad (2.18)$$
$$\frac{\partial \Phi(y, \Phi_0)}{\partial y} = w(y, \Phi_0) \quad (2.19)$$

For predicting TWT performance with this model one should restrict themselves to roughly $C < 0.1$ [12].

Equations (2.16)-(2.19)$^6$ are the model equations we will work with throughout the remainder of the chapter. It is the simplest form of the Lagrangian equations and therefore easiest to consider for interpretations. Also, this is the most desirable starting point for analysis, again due to the system “simplicity”.

2.1.2 Physical Interpretation of the Nordsieck Equations

It is worthwhile to consider a physical interpretation of our equations as the multitone equations which we will work with in the end have a very similar form. First we consider the motion of the electron beam in response to the wave on the

---

$^6$ These equations and variations on this theme are often referred to as the nonlinear pendulum equations. Notice that the right hand sides of equations (2.18) and (2.19) are essentially the classical pendulum equations modified by the amplitude variables on the sinusoidal terms. When one discretizes and reduces the system to a finite number of equations, $2 + 2N$, one has $N$ coupled pendula with coupling parameters $a_1(y)$ and $a_2(y)$. 
circuit, then the growth of the wave due to its interactions with the electron beam. These two effects are accounted for self-consistently in (2.16)-(2.19).

**Electron Beam Response to Circuit Voltage**

The operation of the TWT requires an electron beam as a source of energy which is converted into the circuit voltage wave amplitude. The signal wave initially introduced to the circuit tends to cause a bunching of electrons in the beam which in turn induce electron bunches on the circuit with the net result being an amplified wave. We discuss how equations (2.16)-(2.19) describe the accelerations of fluid elements that leads to this bunching. First of all recall that the effect of neighboring fluid elements debunching due to space charge interaction has been neglected in this model. Techniques have been developed to account for this effect (see Rowe [49] for a complete account), but it turns out its inclusion substantially complicates matters while only improving model accuracy rather than capturing essential beam-wave interaction physics. All of the elements do however interact with each other in that they each influence the amplitude of the wave which in turn influences the individual element trajectories.

The force on an electron is due to the longitudinal fringing electric field at the center of a helical waveguide. As can be seen in equation (2.2) the force is proportional to the gradient of the circuit voltage. Equation (2.18) is this statement in the transformed coordinates. If one takes $\frac{\partial}{\partial z}$, in the new coordinates, of (2.8), one gets the right hand side of (2.11); dropping terms multiplied by $C$ we get the right hand side of (2.18). While this seems straightforward there is a subtlety involved in the interpretation. The subtlety is that fluid element trajectories are parameterized by space instead of time. Thus acceleration for all fluid elements are evaluated at the same point in space for each value of $y$, and not at instants of time. The right hand
sides of (2.18) and (2.19) being evaluated at fixed $y$ implies that differing values of $\Phi$ correspond to fluid element displacement in time.

As seen by (2.8) we can picture our voltage solution as a spatial voltage amplitude profile given by (2.13) under which a traveling wave travels. Equation (2.18) is calculating fluid acceleration at a point in space. Since the voltage is time periodic the voltage at that point in space will vary sinusoidally in time; the force a fluid element feels as it passes that point in space depends on its phase with respect to the traveling wave. Therefore, we calculate fluid acceleration by considering what the instantaneous value of the force on a fluid element will be when it arrives at point $y$ along its self-consistent trajectory.\footnote{The word self-consistent in this context refers to the solution of the differential equations. In other words, the motion of the fluid elements influence the wave growth which in turn influences the motion of the fluid elements; the fluid element trajectories which satisfy these constraints are the self-consistent trajectories.}

Finally, equation (2.19) is a statement of $\frac{dx}{dt} = v$ for the fluid function $\Phi$.

### Wave Growth

Just as wave amplitude affects fluid element trajectories and thus fluid element positions at instants of time, the fluid element positions affect the growth of the voltage wave. Equations (2.16) and (2.17) determine how the voltage wave will grow based on the fluid element positions. The principle of operation for a TWT is that the formation of an electron bunch in the decelerating region of the helix electric fringing field decelerates the electrons, which thus give their energy to the radiation field. This energy exchange is manifested in a growth of the amplitude of the wave; therefore, we must investigate just how equations (2.16) and (2.17) predict this action.

Before considering equations (2.16) and (2.17), recall that in the wave equation (2.1) the second time derivative of the charge density appears on the right hand side as a source term. This term will cause $V(z, t)$ to grow in this equation, but on
first inspection it might not be physically or mathematically obvious how it causes it to grow. We try to shed some light on the meaning of the wave equation and the source term. For a homogeneous wave equation (the right hand side of (2.1) equal to zero) we have that the spatial acceleration of the solution is proportional to the time acceleration of the solution. To understand what is meant by time acceleration, consider starting at a fixed point in space-time and taking a very small step in time while holding spatial position fixed. The rate at which the rate of change is changing is the time acceleration of the function. Similarly taking a small step in space and calculating the rate at which the spatial rate of change is changing measures the spatial acceleration. A solution to a homogeneous wave equation must have these accelerations proportional. We can make sense out of this by considering, for instance, a traveling pulse shape on a spring. Imagine freezing time and looking at the spatial profile of the pulse, then considering that since the pulse is traveling we may choose a point to stand in its path and let the pulse pass by us in time. We can trace out the spring height we see as a function of time and recognize that we have a scaled, reflected image of the spatial profile of the pulse (assuming no dispersion). In this way it is not hard to see that the spatial and time accelerations of the pulse must be related. Freezing time a moment while the pulse moves by you, the time acceleration you will measure in the next instant is proportional to what is spatially coming at you. Returning to the TWT and considering that the charge density in the beam will influence the growth of the voltage wave on the circuit, one can imagine that the time acceleration of the charge density at a particular point in space will contribute to the spatial acceleration of the voltage wave; the spatial acceleration of the voltage wave is the sum of the time acceleration of the voltage wave and the time acceleration of the charge density nearby.

Based on the previous paragraph we want to consider how a time acceleration of
the charge density manifests as the integrals on the right hand sides of (2.16) and (2.17). Consider sitting at a point in space and watching a charge density profile pass by. If the charge density is uniform there will be no time acceleration and therefore no source term on the right hand side of (2.1). This agrees with the notion that a properly placed bunch is required to get voltage amplitude growth. One can verify that for a uniform distribution of $\Phi$ the integrations in (2.16) and (2.17) are zero.\(^8\)

We are assuming time periodicity in our solutions for a fixed point in space so we need only consider one bunch pass by and assume that identical bunches will follow. In one period the charge bunch that passes by may have several different values of time acceleration. For example one could imagine a sharp front edge and a tapering trailing edge. A legitimate way to measure the net time acceleration of the charge density and its location with respect to the circuit wave is to integrate over one time period. This will result in a number reflecting how much net contribution to a spatially growing wave the charge density has. The assumption of periodicity (in $\Phi$ for fixed $y$) also implies that we may write a Fourier series for $\rho(y, \Phi)$ at a particular $y$. The Fourier coefficients measure this time acceleration and its placement with respect to the voltage wave by multiplying the second time derivative (acceleration) of the charge density profile by sines and cosines and integrating; this calculation manifests in the integrals in the model equations.

We now explore the integrations in equations (2.16) and (2.17) further and see that they are in line with the physical notions we expect will lead to wave growth. Based on our physical knowledge of how the device works we expect to see that beam bunching in a decelerating phase of the voltage should imply wave growth. Recall $\Phi(y, \Phi_0)$ as it appears in (2.16) and (2.17) is a function that keeps track of the beam squishing and stretching. That is, for an initially unbunched beam, $\Phi(0, \Phi_0)$ is

\[^8\] For a uniform distribution the graph of $\Phi(0, \Phi_0)$ vs. $\Phi_0$ is a line of slope 1, and $\int_0^{2\pi} \sin \Phi(0, \Phi_0)d\Phi_0 = \int_0^{2\pi} \cos \Phi(0, \Phi_0)d\Phi_0 = 0.$
straight line of slope 1 and as $y$ evolves the straight line distorts to reflect bunching or stretching in time for a fixed point in space. For bunching, two initial values of $\Phi_0$ that were a certain distance apart will become closer together (the graph of $\Phi(y^*, \Phi_0)$, where $y^* = \text{const.}$, will become flatter in this region) where for beam stretching the same two initial values will spread out (the graph of $\Phi(y^*, \Phi_0)$ will become steeper in this region). See Section 2.1.4, Figure 2.5 for simulated results of this phenomena. Also recall that our wave is postulated as the combination of a sine term and a cosine term; equation (2.16) computes the evolution of the cosine term and (2.17) calculates the evolution of the sine term. If, for example, the amplitude of the cosine term is to grow at some point $y = y^*$ we would expect the beam to be bunched in the decelerating phase of the cosine wave (i.e. a flatness in the graph of $\Phi(y^*, \Phi_0)$ in the interval $\pi \leq \Phi(y^*, \Phi_0) \leq 2\pi$, $0 \leq \Phi_0 \leq 2\pi$). For this to happen $\Phi(y^*, \Phi_0)$ must have form such that the integral of the sine of $\Phi(y^*, \Phi_0)$ is less than zero and after multiplication by $-\frac{2}{\pi}$ we have $\frac{da_1(y^*)}{dy} > 0$ or net growth for the particular value of $y^*$. We should expect the sine function in the integrand for $a_1$ since if, for example, $\Phi(\cdot, \cdot) = \frac{3\pi}{2}$ then we expect a growth type contribution to the cosine wave amplitude $a_1(\cdot)$, and need to take the sine of the position to get a nonzero contribution. Similarly the growth of the sine wave amplitude is determined by integration of $\Phi(y, \Phi_0)$ as an argument of the cosine function.

Only one integral appears on the right hand side of both (2.16) and (2.17) because we have restricted contributions to the growth of the voltage to be only due to the fundamental frequency component of the charge density. If we wanted to account for contributions by other harmonic frequencies we would need to know the frequency dependence of the circuit impedance $Z_0(\omega)$ and would require an additional integral term on the right hand side of (2.16) and (2.17) per harmonic frequency included.
2.1.3 Development of Discretized Nordsieck Small C Model

We have now completed the presentation of the Nordsieck model along with enough information to develop a reasonable understanding of the physics of the interaction. At this point we consider a further mathematical analysis of the model focusing primarily on the Hamiltonian structure in the equations. As it turns out the discretized model for the TWT is identical to a model describing a high gain FEL [8]. In this section we present the discretization and associated notation, present a Hamiltonian formulation of the discretized model, and formulate the Hamiltonian model in the electron beam reference frame.

Discretized Model

Equations (2.16)-(2.19) are partial integro-differential equations that model the TWT interaction. In general finite dimensional\(^9\) ordinary differential equations are easier to work with. We have stated previously that breaking the electron beam into a finite number of chunks will allow us to write our model as a system of ordinary differential equations. We perform the discretization here.

In the fluid picture of the electron beam the function \(\Phi(y, \Phi_0)\) is parameterized by a continuum of values of \(\Phi_0\) in the interval \([0, 2\pi]\). We shall now consider that there are only a finite number, \(N\), of initial values of phase, or \(N\) “disks”. Each of these initial conditions then will be tracked through the interaction. Therefore, instead of writing \(\Phi(y, \Phi_0)\) we will write \(\Phi_j(y)\) where the subscript \(j\) indicates we are considering the phase of the particle corresponding to the \(j^{th}\) initial condition at spatial position \(y\). The value of the \(j^{th}\) initial phase is \(\Phi_j(0)\). We treat the velocity

---

\(^9\) Partial differential equations can be considered infinite in dimension in that one of the independent variables of the solution parameterizes a function in the other variable. The function belongs to a vector space that requires an infinite number of basis vectors to represent the function. Similarly, ordinary differential equations are finite in dimension since the variable of integration parameterizes a solution curve in a finite dimensional vector space.
variable similarly and \( w(y, \Phi_0) \rightarrow w_j(y) \) with initial value of the \( j \)\(^{th} \) velocity written as \( w_j(0) \). The variables \( a_1(y) \) and \( a_2(y) \) do not change as they were functions of only one variable to begin with.

We now present equations (2.16) and (2.17) in discretized form making the following notes: the integrals in equations (2.16) and (2.17) become sums; the equations for the phase and velocity variables are each \( N \) in number. The overdot represents differentiation with respect to \( y \) and the functional dependence on \( y \) is not explicitly shown.

\[
\dot{a}_1 = -\frac{4}{N} \sum_{j=1}^{N} \sin \Phi_j \\
\dot{a}_2 = -\frac{4}{N} \sum_{j=1}^{N} \cos \Phi_j \\
\dot{w}_j = \frac{1}{2} [a_1 \sin \Phi_j + a_2 \cos \Phi_j] \quad j = 1, \ldots, N \\
\dot{\Phi}_j = w_j \quad j = 1, \ldots, N
\] (2.20) (2.21) (2.22) (2.23)

This form of the TWT model is nearly identical to the model for a high gain FEL\(^{10} \) as given in [8]. In [8] the equations are written slightly differently in that the wave amplitudes are combined into one complex variable; see Section B.1.1 in Appendix B for our model in a form similar to [8]. If one desires our model to be exactly that of [8] one must assume a voltage solution of the form (A.2) whereas we have presented the results of Nordsieck’s choice (A.1).

**Hamiltonian Formulation of Discretized Model**

Equations (2.20)-(2.23) can be derived from a Hamiltonian function, but \( a_1 \) and \( a_2 \) are not symplectic variables.\(^ {11} \) See B.1.1 for a Hamiltonian and modifications that

---

\(^{10}\) It is also interesting that an earlier incarnation of the FEL equations were determined by the authors of [8] to be the same equations that model an array of Josephson Junctions [7].

\(^{11}\) For an undergraduate introduction to Hamiltonian systems see [6]. One of the classic graduate level references covering the topic is [27]. A fairly accessible overview to the mathematics of Hamil-
need to be made to the equations of motion to generate (2.20)-(2.23). For symplectic variables we make the following transformation:

\[
\Phi_0 \equiv \sqrt{\frac{N}{8}} a_1 \tag{2.24}
\]

\[
w_0 \equiv \sqrt{\frac{N}{8}} a_2 \tag{2.25}
\]

We emphasize that \( \Phi_0 \) in (2.24) is not the same \( \Phi_0 \) that was used in the Nordsieck partial differential equation model. Substituting (2.24) and (2.25) into equations (2.20)-(2.23) results in the following equations:

\[
\dot{w}_0 = -\sqrt{\frac{2}{N}} \sum_{j=1}^{N} \cos \Phi_j \tag{2.26}
\]

\[
\dot{\Phi}_0 = -\sqrt{\frac{2}{N}} \sum_{j=1}^{N} \sin \Phi_j \tag{2.27}
\]

\[
\dot{w}_j = \sqrt{\frac{2}{N}} [\Phi_0 \sin \Phi_j + w_0 \cos \Phi_j] \quad j = 1, \ldots, N \tag{2.28}
\]

\[
\dot{\Phi}_j = w_j \quad j = 1, \ldots, N \tag{2.29}
\]

These equations can be generated from the Hamiltonian system:

\[
H = \sum_{j=1}^{N} \frac{w_j^2}{2} + \sqrt{\frac{2}{N}} \left[ \Phi_0 \sum_{j=1}^{N} \cos \Phi_j - w_0 \sum_{j=1}^{N} \sin \Phi_j \right] \tag{2.30}
\]

\[
\dot{\Phi}_i = \frac{\partial H}{\partial w_i} \quad i = 0, \ldots, N \tag{2.31}
\]

\[
\dot{w}_i = -\frac{\partial H}{\partial \Phi_i} \quad i = 0, \ldots, N \tag{2.32}
\]

The index \( i \) runs from 0 to \( N \) with the equations for \( i = 0 \) that of the voltage components as defined in (2.24) and (2.25).

As for the non-mathematician is given in [34]. Sophisticated mathematical treatments are given in [1, 5].
Transformation to Beam Reference Frame

There are no known analytical solutions to equations (2.26)-(2.29). To make progress in an analysis we will use techniques from dynamical systems theory. Typically the first step in the analysis of a nonlinear system is a local investigation about the fixed point(s) of the system. For an undergraduate level introduction to dynamical systems theory see [54]. More advanced treatments can be found in [28, 30, 43, 48].

We physically motivate a fixed point of our system and then express it mathematically. Consider the initial condition in which there are $N$ disks uniformly distributed in space each having initial velocity $u_0$. Also consider the initial value of the voltage to be vanishingly small or zero, which will therefore have no forcing effect on the $N$ disks. The $N$ disks will then continue to propagate and because of their even distribution induce no voltage on the circuit. This condition is obviously a steady state and in fact a fixed point of the system.

To see that it is a fixed point we must consider the reference frame in which the formulation is written. Consider sitting in either the lab frame or the initial circuit velocity frame when the initial circuit velocity and initial beam velocity are not equal; the velocities of the electrons are not changing as a fixed point would require, but their positions are. The voltage is not changing as it requires some uneven distribution of particle phases to start the interaction process. The proper reference frame to manifest a fixed point is therefore the frame moving with the initial velocity of the electrons. In this frame the positions of the electrons are not changing, nor are their velocities, nor is the amplitude of the radiation field.\footnote{No mention of the stability of this fixed point is being made. Loosely speaking, stability of the fixed point refers to whether solutions starting nearby will tend towards the point or away from the point. The determination of stability is in fact one of the questions the tools will address. Physically one would expect the point to be unstable as perturbation of the radiation field away from zero would initialize the growth phenomenon that the TWT relies upon for its operation.} It is therefore desired to transform our model into this reference frame. Recall that our current
formulation is in the reference frame which is traveling with respect to the lab frame at \( v_0 \), the cold circuit velocity, which may be different than the initial velocity of the beam electrons, \( u_0 \).

In transforming to the beam reference frame we define new variables. The velocity and phase of electrons will be given by \( \Gamma_j \) and \( \psi_j \) respectively, and the voltage terms will be given by \( \psi_0 \) and \( \Gamma_0 \). The transformation is Galilean where the variables are related by:

\[
\begin{align*}
\psi_0 & \equiv \Phi_0 \cos \beta y - w_0 \sin \beta y \\
\Gamma_0 & \equiv \Phi_0 \sin \beta y + w_0 \cos \beta y \\
\psi_j & \equiv \Phi_j - \beta y \\
\Gamma_j & \equiv w_j - b
\end{align*}
\]

Making substitutions the system becomes:

\[
\begin{align*}
\dot{\Gamma}_0 &= -\sqrt{\frac{2}{N}} \sum_{j=1}^{N} \cos \psi_j + b \psi_0 \\
\dot{\psi}_0 &= -\sqrt{\frac{2}{N}} \sum_{j=1}^{N} \sin \psi_j - b \Gamma_0 \\
\dot{\Gamma}_j &= \sqrt{\frac{2}{N}} [\psi_0 \sin \psi_j + \Gamma_0 \cos \psi_j] \\
\dot{\psi}_j &= \Gamma_j
\end{align*}
\]

The Hamiltonian is:

\[
H = \sum_{j=1}^{N} \frac{\Gamma_j^2}{2} + \sqrt{\frac{2}{N}} \left[ \psi_0 \sum_{j=1}^{N} \cos \psi_j - \Gamma_0 \sum_{j=1}^{N} \sin \psi_j \right] - \frac{b}{2} \left( \psi_0^2 + \Gamma_0^2 \right)
\]

The equations are generated by:

\[
\dot{\psi}_i = \frac{\partial H}{\partial \Gamma_i} \quad i = 0, \ldots, N
\]

\footnote{Although the voltage term transforms are written as sums of sines and cosines in (2.33) and (2.34) the transformations are more conveniently done using complex exponentials and identities in Appendix A. Equations (2.33) and (2.34) are derived from the complex variable transformation \( \psi_0 + i \Gamma_0 \equiv (\Phi_0 + i w_0) e^{i \beta y} \).}
\[ \dot{\Gamma}_i = -\frac{\partial H}{\partial \psi_i} \quad i = 0, \ldots, N \quad (2.43) \]

Note that due to the reference frame transformation, the Hamiltonian is not simply attained by substitution of the transformations (2.33)-(2.36) into (2.30). For details on changing reference frames of Hamiltonians see for example [42].

We will use equations (2.37)-(2.40) for analysis and equations (2.26)-(2.29) for numerical solutions.

**Conserved Quantities**

With the Hamiltonian formulation just presented this is an appropriate place to mention conserved quantities of the system. In addition to the obvious conserved quantity of the Hamiltonian, one other conserved quantity has been identified in the FEL work [8]. Following [8] we define the conserved quantity as:

\[ \Delta_{st} \equiv \sum_{j=1}^{N} \Gamma_j + \frac{1}{2} (\psi_0^2 + \Gamma_0^2) \quad (2.44) \]

See B.1.3 in Appendix B for equations (2.37)-(2.44) in complex form.

**2.1.4 Numerical Solution to Equations**

**Defining the Numerical Problem**

As a final step in the model presentation and interpretation we consider a numerical example. Before presenting the example there are several items worthy of mention regarding the simulation of the equations. First, we emphasize that the equations that will be numerically integrated are the discretized Hamiltonian equations in (2.26)-(2.29). The equations in (2.26)-(2.29) are ordinary differential equations and we will use standard ordinary differential equation integration techniques. The problem we will be solving is an initial value problem, where the initial values we
specify are the voltage amplitude components, the initial phases of the disks, and the initial velocities of the disks.

**Integration Methods and Stiffness**

Among the issues involved with numerical integration is the determination of whether or not the system in question is “stiff” [23, 32, 46]. Loosely speaking, a system is stiff if state variables are changing on largely disparate time scales. The most common implication of having a stiff system is that explicit methods like fourth-order Runge-Kutta are not reliable. Equations (2.26)-(2.29) are indeed stiff.

To determine stiffness of a nonlinear system of equations one looks at the linearization of the system. In particular, the eigenvalues of the Jacobian matrix are a measure of the time scales of the system, and therefore comparing magnitudes of the most disparate eigenvalues one can determine whether the system is stiff. Furthermore, one can perform this calculation along the solution to see if the stiffness property changes as the trajectory moves through state space. We have performed computations along the trajectory and found the system is stiff for roughly one third of the distance to saturation (for the parameters in Table 2.1). We will not present the results of our computations here, but one may see Section 2.2.2 for the Jacobian matrix with which we tested for stiffness.

Commonly, alternative integration algorithms are required for stiff systems. Interestingly, stiffness is more of a concern for stable systems ([32], pg. 268). Our system is inherently unstable, as will be shown and discussed in more detail in Section 2.2.2, so we might guess that the stiffness may not be a great concern for us. Indeed integrating the system using algorithms for stiff equations one sees that the Bulirsch-Stoer, Rosenbrock, and fourth-order Runge-Kutta algorithms, all with adap-

---

14 Actually, the word “time” refers to the variable of integration, which is in our case length.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>1.0</td>
</tr>
<tr>
<td>$N$</td>
<td>28</td>
</tr>
<tr>
<td>$a_1(0)$</td>
<td>0.001</td>
</tr>
<tr>
<td>$a_2(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$w_j(0)$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\Phi_j(0)$</td>
<td>$2\pi(j - 1)/N$</td>
</tr>
</tbody>
</table>

Table 2.1: Simulation parameters and initial data for presented results. The values for $w_0$ and $\Phi_0$ are obtained from (2.24) and (2.25). For $w_j(0)$ and $\Phi_j(0)$ $j$ takes on values 1,\ldots, $N$.

tive stepsize,\textsuperscript{15} produce similar results with the major difference being computation time. Unfortunately one method is not always faster than the others so each initial condition must be tested with all of the methods to determine the fastest one.

Simulations

We now present the results of integrating equations (2.26)-(2.29) for one set of parameters and initial conditions. The parameter values and initial conditions are listed in Table 2.1. In Figure 2.1 we plot normalized amplitude $A(y)$ from equation (2.13) in which we used (2.24) and (2.25). In Figure 2.2 we plot phase $\theta(y)$ from equation (2.14). In Figure 2.3 we plot the functions $w_0(y)$ and $\Phi_0(y)$. In Figure 2.4 we plot what could be considered representative electron phase trajectories as a function of distance.\textsuperscript{16} In Figure 2.5 we plot the approximate fluid function $\Phi(y, \Phi_0)$ as constructed from $\Phi_j(y)$. Note that in $\Phi(y, \Phi_0)$ the argument $\Phi_0$ is not the wave amplitude $\Phi_0(y)$. Also note that the simulation parameters are different for this graph so the features are better seen: the differences from Table 2.1 are $b = 0$ and $N = 100$.

\textsuperscript{15} All of the algorithms are taken from [46].

\textsuperscript{16} Note that these are not position vs. time trajectories as one is accustomed to considering. Rather, following an electron down the interaction region, the functions give the particle’s phase with respect to the cold circuit wave at each value of space, $y$. 
Figure 2.1: Normalized amplitude, $A(y)$, as in (2.13) versus normalized distance $y$.

Figure 2.2: Phase, $\theta(y)$, as in (2.14) versus normalized distance $y$. 
Figure 2.3: Hamiltonian amplitudes, $w_0$ and $\Phi_0$, versus normalized distance $y$.

Figure 2.4: Fluid element phases, $\Phi_j(y)$, versus normalized distance $y$. 
Figure 2.5: Approximate fluid function, $\Phi(y, \Phi_0)$, evaluated at four different $y$ values. Note that the lines in this figure are meant to represent the fluid quantity $\Phi(y, \Phi_0)$, for different values of $y$. In fact the figure is generated with the discretized model and are merely representing the result as a fluid quantity using curve fitting between the data points. Simulation parameters are same as in Table 2.1 except for $b = 0$ and $N = 100$. 
General points to note include the saturation in Figure 2.1, fluid element crossover in Figure 2.4, and evolution of the fluid function in Figure 2.5 as discussed in Section 2.1.2.

There is one subtlety with regards to simulating equations (2.26)-(2.29) for varying detuning parameters. To be consistent with a choice of \( b \neq 0 \) the initial velocities must also be initialized to this value of \( b \). The motivation being that if one chooses \( b \neq 0 \) then by definition (2.15) we have \( u_0 \neq v_0 \); since \( w_j(0) \) should be proportional to the difference between \( u_0 \) and \( v_0 \) we see that setting \( w_j(0) = 0 \) makes no physical sense. Rearranging (2.7) and (2.15) one can convince oneself further that the normalized variables \( b \) and \( w_j(0) \) are of the same “units”.

2.2 Equilibrium and Linearization

As discussed in Section 2.1.3 we have identified an equilibrium of the discretized single tone traveling wave tube model formulated in the electron beam frame. In this section we first identify this equilibrium point of the discretized system. Next, we do a linearization about that point and inspect the eigenvalue spectrum of the linearization. Finally, we linearize by an alternate method known as the method of collective variables.

2.2.1 Identification of an Equilibrium

Recall that our equilibrium condition is that of a monoenergetic electron beam evenly distributed over one period of the stream wave, with the circuit voltage amplitude zero. To mathematically realize this condition for arbitrary values of \( b \) we need to consider equations (2.37)-(2.40).\footnote{There is an equilibrium condition for equations (2.26)-(2.29) but it is not consistent with our variable definitions when \( b \neq 0 \). The condition requires \( w_j(0) = 0 \) for all \( j \), but recall from 2.1.4 that to be consistent with our definitions the initial values of \( w_j \) have to equal \( b \).} An equilibrium point for a system of or-
dinary differential equations is realized when the right hand side is zero for all of the equations. At the equilibrium point the derivative of the solution is zero; the solution does not change for a changing integration variable. It is clear that setting $\Gamma_j(0) = 0$ implies the right hand side of (2.40) is zero. Setting $\psi_0(0) = \Gamma_0(0) = 0$ implies the right hand side of (2.39) and the last terms on the right hand sides of (2.37) and (2.38) are zero. What is left is to ensure that the sums of the sines and cosines in (2.37) and (2.38) are zero. This is readily accomplished by requiring the initial phases of the electron disks be evenly distributed over $2\pi$ as we expect from the physical idea of a uniformly distributed beam.

The equilibrium discussed above is not unique, and in fact there are several equilibria that can be identified. As discussed, what is required for a point to be an equilibrium point is that the sums of sines and cosines in (2.37) and (2.38) are zero, in addition to the voltage amplitudes and velocities being zero. Thus to identify alternative equilibrium points we search for phase distributions with (2.37) and (2.38) zero. For example, if we take an even number of disks, set half of the disk phases to $\psi_j = 0$ and the other half to $\psi_j = \pi$, one can check that the sums are zero. Similarly, setting half of the disk phases to $\psi_j = \frac{\pi}{2}$, and the other half to $\psi_j = \frac{3\pi}{2}$ corresponds to an equilibrium point also. These distributions are not physically interesting and hence we will not analyze them.

2.2.2 Linearization of Hamiltonian System

With the physically interesting equilibrium identified we next look at how the system behaves for state space points very near to the equilibrium point. Specifically we would like to know if an initial condition near the equilibrium tends towards the equilibrium, away from the equilibrium, circles around the equilibrium, or some combination of these options. The simplest form of this question regards stability [10]:
whether a point tends towards or away from the equilibrium. To determine stability we consider eigenvalues of the linearization.

The linearization of equations (2.37)-(2.40) is written as:

$$\dot{\delta x} = Df|_{x_0} \delta x$$

(2.45)

We define the vectors $x \equiv [\Gamma_0 \psi_0 \Gamma_1 \psi_1 \ldots \Gamma_N \psi_N]^T$ and $\delta x \equiv x - x_0$ where $x_0$ is the point about which we linearize, and the superscript T indicates transpose. The vector function $f(x)$ is obtained from the right hand side of (2.37)-(2.40), and $Df|_{x_0}$ is the Jacobian matrix of $f(x)$ evaluated at the point $x_0$. For our system the Jacobian has the following structure:

$$Df = \begin{bmatrix}
A_{st} & B_{st} & C_{st} \\
D_{st} & E_{st} & F_{st} \\
G_{st} & H_{st} & K_{st}
\end{bmatrix} \quad (2N + 2) \times (2N + 2)$$

(2.46)

The blocks in (2.46) are given by:

$$A_{st} = \begin{bmatrix} 0 & b \\ -b & 0 \end{bmatrix}$$

(2.47)

$$B_{st} = [0] \quad 2 \times N$$

(2.48)

$$C_{st} = \begin{bmatrix} \sqrt{\frac{2}{N}} \sin \psi_1 & \cdots & \sqrt{\frac{2}{N}} \sin \psi_N \\ -\sqrt{\frac{2}{N}} \cos \psi_1 & \cdots & -\sqrt{\frac{2}{N}} \cos \psi_N \end{bmatrix} \quad 2 \times N$$

(2.49)

$$D_{st} = \begin{bmatrix} \sqrt{\frac{2}{N}} \cos \psi_1 & \sqrt{\frac{2}{N}} \sin \psi_1 \\ \vdots & \vdots \\ \sqrt{\frac{2}{N}} \cos \psi_N & \sqrt{\frac{2}{N}} \sin \psi_N \end{bmatrix} \quad N \times 2$$

(2.50)

$$E_{st} = [0] \quad N \times N$$

(2.51)
\[
F_{st} = \begin{bmatrix}
\sqrt{\frac{2}{N}} [\psi_0 \cos \psi_1 - \Gamma_0 \sin \psi_1] & 0 & \cdots & 0 \\
0 & \sqrt{\frac{2}{N}} [\psi_0 \cos \psi_2 - \Gamma_0 \sin \psi_2] & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \sqrt{\frac{2}{N}} [\psi_0 \cos \psi_N - \Gamma_0 \sin \psi_N]
\end{bmatrix}_{N \times N}
\] (2.52)

\[
G_{st} = [0] \quad N \times 2 
\] (2.53)

\[
H_{st} = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}_{N \times N} 
\] (2.54)

\[
K_{st} = [0] \quad N \times N 
\] (2.55)

Equations (2.48), (2.51), (2.53), and (2.55) are zero matrices of the indicated dimensions.

For our analysis we evaluate (2.46) at the fixed point which results in the linear system in (2.45). The eigenvalues of \( \mathbf{Df}|_{\mathbf{x}_0} \) indicate how the system behaves near the equilibrium.\(^{18}\) Specifically, if there are any eigenvalues with real part greater than zero the equilibrium point is unstable. The eigenvector associated with the unstable eigenvalues gives the direction in the state space in which the solution grows. There

\(^{18}\) See any of [54, 28, 30, 43, 48] to see why this is so.
are similar conclusions that can be drawn if eigenvalues have either negative real part or zero real part, but we shall not discuss them here.

For general qualitative behavior of equations (2.37)-(2.40) near the equilibrium we present the computation of the spectrum of \( Df|_{x_0} \) with \( b = 1.0 \) and six electron disks. As \( Df|_{x_0} \) has nontrivial Jordan form [9] we present the Jordan matrix and eigenvectors below. The structure of the Jordan matrix is:

\[
J = \begin{bmatrix}
J_1 & & & \\
& J_2 & & \\
& & J_3 & \\
& & & J_4 \\
& & & & J_5
\end{bmatrix}
\]  

(2.56)

Everything in \( J \) that is not in one of the blocks is understood to be zero. The first block has the nondegenerate eigenvalues; the block is:

\[
J_1 = \begin{bmatrix}
0.755 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.755 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.745-0.877 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.745+0.877 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.745+0.877 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.745-0.877 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -0.745+0.877
\end{bmatrix}
\]  

(2.57)

The eigenvectors \( (v_\lambda) \) associated with the eigenvalues \( (\lambda) \) in (2.57) are given in (2.58) -
(2.59). The components of the vectors are given in \( \mathbf{v} \).

\[
\begin{bmatrix}
\Gamma_0 \\
\psi_0 \\
\Gamma_1 \\
\Gamma_2 \\
\Gamma_3 \\
\Gamma_4 \\
\Gamma_5 \\
\psi_1 \\
\psi_2 \\
\psi_3 \\
\psi_4 \\
\psi_5 \\
\psi_6
\end{bmatrix}
= \begin{bmatrix}
\lambda = \pm i0.755 \\
\mp i0.293 \\
\mp i0.224 \\
-0.194 \mp i0.112 \\
-0.194 \mp i0.112 \\
\pm i0.224 \\
0.194 \pm i0.112 \\
0.194 \pm i0.112 \\
-0.297 \\
-0.148 \pm i0.257 \\
0.148 \pm i0.257 \\
0.297 \\
0.148 \pm i0.257 \\
-0.148 \pm i0.257
\end{bmatrix}
\]

\[
(2.58)
\]
\[
\begin{bmatrix}
\lambda = 0.745 \pm 0.877 & -0.188 \pm 0.424 & \lambda = -0.745 \pm 0.877 & -0.424 \pm 0.188 \\
-0.424 \pm 0.188 & -0.188 \pm 0.424 & 0.209 \pm 0.101 \\
0.101 \pm 0.210 & 0.209 \pm 0.101 & 0.017 \pm 0.232 \\
-0.131 \pm 0.192 & -0.232 \pm 0.017 & -0.192 \pm 0.131 \\
-0.101 \pm 0.210 & -0.192 \pm 0.131 & -0.209 \pm 0.101 \\
0.131 \pm 0.192 & 0.131 \pm 0.192 & -0.017 \pm 0.232 \\
0.232 \pm 0.017 & -0.017 \pm 0.232 & 0.192 \pm 0.131 \\
0.196 \pm 0.051 & -0.051 \pm 0.196 & 0.144 \pm 0.142 \\
0.054 \pm 0.195 & 0.144 \pm 0.142 & -0.142 \pm 0.144 \\
-0.142 \pm 0.144 & -0.142 \pm 0.144 & -0.195 \pm 0.054 \\
\end{bmatrix}
\]

The remaining Jordan blocks, \( J_2 \) through \( J_5 \), are identical to each other:

\[
J_2 = J_3 = J_4 = J_5 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}
\]  

(2.60)

With each of these blocks is associated an eigenvector and a generalized eigenvector.
We provide only the four eigenvectors here:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1.0 & 0 & 0 & 0 \\
0 & 1.0 & 0 & 0 \\
0.3802 & 0.9249 & 0 & 0 \\
0.9249 & -0.3802 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(2.61)

From the results notice how eigenvalues with real part greater than zero have eigenvector components along the $\Gamma_0$ and $\psi_0$ directions, implying that these are unstable directions in the state space. We have observed that the real parts of the eigenvalues with real part greater than zero remain unchanged for increasing the number of disks up to 20 disks. It is conjectured that these values do not change for an arbitrary number of disks. Also notice that the eigenvalues are symmetric about the real and imaginary axis of the complex plane; this is expected because the system is Hamiltonian [13, pg. 36].

Finally we note that $b$ has a radical effect on the eigenstructure of the linear system. In particular a bifurcation occurs with changing $b$; for $b \geq 1.89$ the TWT collective interaction fails to occur. That is, for $b \geq 1.89$ the uniform beam fixed
point becomes stable against small perturbations. One way this can be seen is by how \( b \) appears in the calculation of the eigenvalues. We will discover an alternative method for arriving at this bifurcating \( b \) value in the next section.

### 2.2.3 Linearization by Method of Collective Variables

The final bit of analysis we do on the single tone system (2.37)-(2.40) is another linearization about the equilibrium point. The method is inspired by the work done by Casagrande et al. on FELs [8] in which new variables are defined by taking moments of the discretized equations. Interestingly, the result of this calculation produces the same cubic equation for linear growth rates as an Eulerian analysis of a TWT. Furthermore, the value of detuning above which the collective interaction takes place is found to be this value of \( b \approx 1.89 \). We present the analysis and resulting cubic equation.

The first collective variable we define is a complex bunching parameter given by:

\[
\mathcal{B} = -\sqrt{2 \over N} \sum_{j=1}^{N} \left[ \cos \psi_j + i \sin \psi_j \right]
\]

(2.62)

The parameter \( \mathcal{B} \) measures bunching of the particle phases with respect to sine and cosine waves. Furthermore, we define the amplitude variable:

\[
\Xi = \Gamma_0 + i \psi_0
\]

(2.63)

With this definition and the definition in (2.62) we may write equations (2.37) and (2.38) as:

\[
\dot{\Xi} = \mathcal{B} - ib \Xi
\]

(2.64)

Next we desire a differential equation for \( \mathcal{B} \). We obtain this by differentiating the definition in (2.62). The differentiation results in:

\[
\dot{\mathcal{B}} = -i \sqrt{2 \over N} \sum_{j=1}^{N} \Gamma_j e^{i \psi_j}
\]

(2.65)
In (2.65) we have used (2.40). We now define another variable based on (2.65).

\[ P^2 = -\sqrt{\frac{2}{N}} \sum_{j=1}^{N} \Gamma_j e^{i\psi_j} \]  

(2.66)

With this definition we may write the differential equation for \( \mathcal{B} \) as:

\[ \dot{\mathcal{B}} = iP \]  

(2.67)

Finally, we desire a differential equation for \( \mathcal{P} \). This is obtained by differentiating (2.66) and using (2.39) and (2.40); with the help of (A.3) the result is:

\[ \dot{\mathcal{P}} = -\Xi - \frac{1}{N} \sum_{j=1}^{N} \left[ \Xi^* e^{2i\psi_j} + i\sqrt{2N}\Gamma_j e^{i\psi_j} \right] \]  

(2.68)

In (2.68) the quantity \( \Xi^* \) is the complex conjugate of \( \Xi \).

We can consider linearization of (2.64), (2.67), and (2.68) about the equilibrium point. The linearization results in:

\[ \begin{align*} 
\dot{\Xi} &= \mathcal{B} - ib\Xi \\
\dot{\mathcal{B}} &= iP \\
\dot{\mathcal{P}} &= -\Xi 
\end{align*} \]  

(2.69) (2.70) (2.71)

This can be written in matrix form \( \dot{\mathbf{\omega}} = A\mathbf{\omega} \) where the matrix \( A \) is given by:

\[ A = \begin{bmatrix} 
-ib & 1 & 0 \\
0 & 0 & i \\
-1 & 0 & 0 
\end{bmatrix} \]  

(2.72)

The characteristic equation of this matrix is:

\[ \lambda^3 + ib\lambda^2 + i = 0 \]  

(2.73)

---

\[ ^{19} \text{To linearize we use the fact that } \sum_{j=1}^{N} \alpha^{(j-1)} = \frac{1-\alpha^N}{1-\alpha}, \text{ where } \alpha = e^{i\frac{2\pi}{N}}, \text{ and require } N > 2. \text{ See Appendix C for more details of a similar linearization.} \]

\[ ^{20} \text{This is not the same matrix as in (2.47)} \]
Equation (2.73) is the classic TWT dispersion relation from Pierce’s analysis ([45], pg. 118) for the case of no attenuation and the neglect of space charge.

The roots of this cubic equation bifurcate at $b \approx 1.89$. For values of $b > 1.89$ none of the roots of (2.73) have a positive real part and hence the exponential growth of the linearization disappears. One can refer to [45] for plots showing the real and imaginary parts of the roots of (2.73) as a function of $b$. 
Chapter 3

Multitone Analysis

Chapter 2 demonstrates that even the simplest version of a TWT model in Lagrangian coordinates is not trivial. Of ultimate concern is the behavior of the output spectrum of a TWT when driven by multiple input carrier tones. This chapter is devoted to the modeling of the multitone drive situation in as intuitive manner as possible. To this end a completely detailed derivation is presented with physical meanings elucidated where possible. Logically following the multitone model derivation is the exploration of a fixed point of the system and linearization about that point.

3.1 Multitone Model

In essence, the model derived here is a “small C” version of the model presented by Giarola [25]. Major differences between our model and Giarola’s are:

1. Giarola defines phase variables with respect to a reference frame moving at the cold circuit phase velocity where we choose the initial electron beam velocity frame.

2. Giarola defines a normalized distance variable for each frequency where we use one distance variable normalized to the fundamental frequency.

3. Giarola defines velocity variable components for each tone where we define a
total velocity variable.

(4) Giarola defines a phase variable with respect to each tone while we define a phase variable with respect to only the fundamental frequency.

3.1.1 Model Derivation

The derivation of the multitone TWT model proceeds in much the same fashion as the single tone derivation. The foundational equations are the same as in the single tone case, namely (2.1)-(2.3). To handle an input signal with more than single tone frequency content a Fourier series form for the circuit voltage and the beam charge density is assumed, which is equivalent to assuming that these variables are periodic in time for a fixed point in space. This seems to be a reasonable assumption if one also assumes that the tones forcing the beam evolution and interaction (drive tones) have frequencies that are related by some rational number, for then the sum of the individual tones is periodic in time with a period related to that of the individual tones. Along these lines we must identify a fundamental frequency \( \omega_f \) of which all other tones present are harmonics. This frequency is not considered as a tone that exists in the tube, rather just a mathematical artifact of the Fourier assumption. The common periodicity of the variables previously mentioned is then \( T_f = \frac{2\pi}{\omega_f} \). Note that in this time all of the higher frequency tones execute several of their own periods but the signal as a whole has period \( T_f \). Further assumptions will need to be made about the frequency dependence of the helix circuit (or transmission line equivalent), and following our simplified methodology we will make the simplest assumptions possible.

---

1 This is also a reasonable assumption to first order. The fact that the rational numbers are dense in the real numbers implies that for any irrational number there is a rational number arbitrarily close by.
Fundamental Equations

We begin by writing the fundamental equations in the lab frame variables and postulating the Fourier type solutions for circuit voltage and beam charge density. The telegrapher’s equation, Newton’s force equation, and the continuity equation are as in Chapter 2. We state them here again:

$$\frac{\partial^2 V(z,t)}{\partial t^2} - v_0^2 \frac{\partial^2 V(z,t)}{\partial z^2} = v_0 Z_0 \frac{\partial^2 \rho(z,t)}{\partial t^2}$$  \hspace{1cm} (3.1)

$$\frac{\partial^2 z_0(t)}{\partial t^2} = -\frac{e}{m_e} \frac{\partial V(z,t)}{\partial z}$$  \hspace{1cm} (3.2)

$$\rho(z,t) = \frac{I_0}{u_0} \left| \frac{\partial z_0(z,t)}{\partial z} \right|_t$$  \hspace{1cm} (3.3)

The assumption of a Fourier series form for $V(z,t)$ and $\rho(z,t)$ is written as in [25]:

$$V(z,t) = \sum_{m=-\infty}^{\infty} V_m(z) e^{j m \omega f t}$$  \hspace{1cm} (3.4)

$$\rho(z,t) = \sum_{m=-\infty}^{\infty} \rho_m(z) e^{j m \omega f t}$$  \hspace{1cm} (3.5)

We see from equations (3.4) and (3.5) that the harmonic nature of the signals is postulated to be in the time variable (i.e. at a fixed value of $z$) as we mentioned it would be.\footnote{Equations (3.4) and (3.5) are really for demonstration purposes in that while we will do a Fourier expansion later, it will be with different independent variables so we will not use these equations directly.} Also we notice that $V_m(z)$ and $\rho_m(z)$ are spatially dependent complex Fourier coefficients. As Giarola notes, substitution of equations (3.4) and (3.5) into equation (3.1) results in an infinite number of partial differential equations, one for each Fourier coefficient or “tone”.

Variable Definitions

First we define a new variable based on the lab distance variable $z$. The new variable $y$ is defined with respect to the fundamental frequency discussed previously.
The definition is:
\[ y \equiv C \frac{\omega_f z}{u_0} \]  
(3.6)

Notice that \( \frac{\omega_f}{u_0} \) is the wave number of a traveling wave of frequency \( \omega_f \) traveling at the initial electron beam velocity \( u_0 \); this wave is called the “stream wave”. Writing the definition of wave number: \( \frac{\omega_f}{u_0} = \frac{2\pi}{\lambda_s} \) with \( \lambda_s \) being the “stream wavelength”, we may write equation (3.6) as:
\[ y \equiv 2\pi C \frac{z}{\lambda_s} \]  
(3.7)

We see that \( y \) is proportional to the number of stream wavelengths for a particular \( z \) value. The \( C \) proportionality is Pierce’s gain parameter [45] (see Chapter 2 for a definition of \( C \) in terms of other TWT parameters). We emphasize that the stream wave does not exist in the tube, rather it is merely a convenient reference wave.

We next consider the definition and interpretation of the phase variable. The phase is defined by:
\[ \psi \equiv \omega_f \left( \frac{z}{u_0} - t \right) \]  
(3.8)

As in Chapter 2 one should view the definition of \( \psi \) as a coordinate transformation. Then \( \psi \) describes the phase of a traveling wave or the phase trajectory of a fluid element, \( \psi(y, \psi_0) \). The latter comes from substituting the fluid element time function, \( t(z, z_0) \), into the \( t \) component of (3.8) and appropriately rescaling the \( (z, z_0) \) variables. One can see by inserting the constant phase trajectory \( z = u_0 t \) into the \( z \) component of \( \psi \) that the phase is with respect to the stream wave.

One of the independent variables will be initial fluid element phase \( \psi_0 \), so we

---

3 This is different than the definition commonly used in the TWT literature. The common definition is with respect to a wave traveling at \( v_0 \), or the cold circuit phase velocity. Our choice is again motivated by the fact that when the equations are written in the initial beam velocity frame there will be a fixed point of the system as discussed in the single tone case.
define it now. At \( t = 0 \) the fluid element positions are \( z = z_0 \) and (3.8) gives:

\[
\psi_0 \equiv \omega_f \frac{z_0}{u_0}
\]  

(3.9)

To label the electron beam in one period of the stream wave we assign \( \psi_0 \) values in the interval \([0, 2\pi]\).

Next, we define variables that will describe the fluid state of the electron beam. The required variables will be the fluid phase and the fluid velocity. As discussed above the fluid phase is given by \( \psi(y, \psi_0) \). The velocity variable \( \Gamma(y, \psi_0) \) is defined by:

\[
\frac{\partial z(z_0, t)}{\partial t} = u_0[1 + C\Gamma(y, \psi_0)]
\]  

(3.10)

**Differential Operators**

Ultimately we want to write equations (3.1)-(3.3) in terms of the new variables. The next logical step is therefore to see how differential operators in \((z,t)\) coordinates translate into differential operators in \((y,\psi)\) coordinates. We can do the calculations to get \( \frac{\partial}{\partial t}, \frac{\partial^2}{\partial t^2}, \frac{\partial}{\partial z}, \text{and} \frac{\partial^2}{\partial z^2} \) in the new coordinates using the chain rule. First we do the calculation for \( \frac{\partial}{\partial t} \):

\[
\frac{\partial}{\partial t} = \frac{\partial y}{\partial t} \frac{\partial}{\partial y} + \frac{\partial \psi}{\partial t} \frac{\partial}{\partial \psi}
\]  

(3.11)

From equation (3.6) we see the first term on the right hand side of (3.11) is zero and from equation (3.8) we can write:

\[
\frac{\partial}{\partial t} = -\omega_f \frac{\partial}{\partial \psi}
\]  

(3.12)

4 This can equivalently be written based on the time when each fluid element crosses the \( z = 0 \) plane: \( \omega_f t_0 \).

5 One might think that since \( y = C\frac{u_0}{\omega_f}z \), and \( \frac{\partial z(z_0, t)}{\partial t} \neq 0 \) from equation (3.10), that \( \frac{\partial}{\partial \psi} \neq 0 \). This is not the case since \( z(z_0, t) \) is a function, and not one of the independent variables in the coordinate transformation we are considering. It may have been more appropriate to name \( z(z_0, t) \) as \( s(z_0, t) \), and, when necessary, substitute \( s \) into the \( z \) coordinate of a function (e.g. \( \psi(z, t) \)) to get quantities relating to fluid elements (e.g. \( \psi(z_0, t) \)). We have chosen to be consistent with the literature and use \( z(z_0, t) \).
Applying this result to itself (i.e. take $\frac{\partial}{\partial t}$ of both sides, but on the right hand side use the definition given by the right hand side) gives:

$$\frac{\partial^2}{\partial t^2} = \omega_f^2 \frac{\partial^2}{\partial \psi^2}$$  \hspace{1cm} (3.13)

The derivation is slightly more complicated for $\frac{\partial^2}{\partial z^2}$ since both $y$ and $\psi$ depend on $z$. Similarly to equation (3.11) we have:

$$\frac{\partial}{\partial z} = \frac{\partial y}{\partial z} \frac{\partial}{\partial y} + \frac{\partial \psi}{\partial z} \frac{\partial}{\partial \psi}$$  \hspace{1cm} (3.14)

We use the definitions of $y$ in (3.6) and $\psi$ in (3.8) to get:

$$\frac{\partial}{\partial z} = \frac{C \omega_f}{u_0} \frac{\partial}{\partial y} + \frac{\omega_f}{u_0} \frac{\partial}{\partial \psi}$$  \hspace{1cm} (3.15)

Applying this result to itself gives:

$$\frac{\partial^2}{\partial z^2} = \frac{C^2 \omega_f^2}{u_0^2} \frac{\partial^2}{\partial y^2} + \frac{2C \omega_f^2}{u_0^2} \frac{\partial^2}{\partial \psi \partial y} + \frac{\omega_f^2}{u_0^2} \frac{\partial^2}{\partial \psi^2}$$  \hspace{1cm} (3.16)

**The Continuity Equation**

The Lagrangian continuity equation in (3.3) is the one-dimensional case of the more general expression:

$$J \rho = \rho_0$$  \hspace{1cm} (3.17)

where $J$ is the Jacobian:

$$J = \left| \frac{\partial(x, y, z)}{\partial(x_0, y_0, z_0)} \right|$$  \hspace{1cm} (3.18)

Equation (3.17) results from combining conservation of mass and the method of changing variable in Riemann integration. See Truesdell [55], pg. 93 for a comprehensive discussion.
We require $\rho(z, t)$ in the new variables, i.e. we want $\rho(y, \psi)$. First we write equation (3.3) in the following form using the chain rule:

$$\rho(z, t) = \frac{I_0}{u_0} \left| \frac{\partial z_0(z, t)}{\partial t} \frac{\partial t(z, z_0)}{\partial z} \right|_t$$  \hspace{1cm} (3.19)

Assuming $t(z, z_0)$ is well behaved enough\(^6\) we use $\frac{\partial t(z, z_0)}{\partial z} = \left[ \frac{\partial z(z, t)}{\partial t} \right]^{-1}$ to write (3.19) as:

$$\rho(z, t) = \frac{I_0}{u_0} \left| \frac{\partial z_0(z, t) / \partial t}{\partial z(z_0, t) / \partial t} \right|_t$$  \hspace{1cm} (3.20)

Then using (3.10) and $\frac{\partial z_0(z, t)}{\partial t} = -u_0 \frac{\partial \psi_0}{\partial \psi}$\(^7\) we can write:

$$\rho(y, \psi) = \frac{I_0}{u_0} \left| \frac{\partial \psi_0}{\partial \psi} \right| \frac{1}{y + C \Gamma(y, \psi_0)}$$  \hspace{1cm} (3.21)

The transformation of the continuity equation above uses the method most of the authors use in the Lagrangian TWT literature. An alternative, and we believe more elegant and less confusing, method of doing the transformation is now given. We start with the coordinate transformations given below:

$$y = C \frac{\omega_f}{u_0} z(z_0, t)$$  \hspace{1cm} (3.22)

$$\psi_0 = \frac{\omega_f}{u_0} z_0$$  \hspace{1cm} (3.23)

In (3.22) and (3.23) the independent variables are $(z_0, t)$ and $z(z_0, t)$ is some undetermined function of $(z_0, t)$, thus (3.22) and (3.23) are both functions of $(z_0, t)$. The differentials of the transformation are related by:

$$\begin{pmatrix} dy \\ d\psi_0 \end{pmatrix} = \frac{\omega_f}{u_0} \begin{pmatrix} C \frac{\partial z}{\partial z_0} & C \frac{\partial z}{\partial t} \\ 1 & 0 \end{pmatrix} \begin{pmatrix} dz_0 \\ dt \end{pmatrix}$$  \hspace{1cm} (3.24)

\(^6\) Recall solutions will in fact not be invertible, but assuming functions are invertible in intermediate steps is allowed.

\(^7\) This relation comes from the chain rule expansion $\frac{\partial z_0}{\partial t} = \frac{\partial z_0}{\partial \psi_0} \frac{\partial \psi_0}{\partial \psi} \frac{\partial \psi}{\partial t}$ and use of (3.9).
We may then compute $\frac{\partial}{\partial y}$ and $\frac{\partial}{\partial \psi_0}$ in terms of $\frac{\partial}{\partial z_0}$ and $\frac{\partial}{\partial t}$ from (3.24) using the inverse of the matrix transforming the differentials:

$$
\left( \begin{array}{c} \frac{\partial}{\partial y} \\ \frac{\partial}{\partial \psi_0} \end{array} \right) = \frac{u_0}{\omega_f} \left( \begin{array}{c} \frac{\partial}{\partial z_0} \\ \frac{\partial}{\partial t} \end{array} \right) \left( \begin{array}{cc} 0 & 1 \\ \frac{1}{C \Gamma} & -\frac{\partial z}{\partial \psi_0} \end{array} \right)
$$

(3.25)

Next we take $\frac{\partial}{\partial \psi_0}$, as calculated in (3.25), of the definition of $\psi$ in (3.8), $\psi(z_0, t) \equiv \frac{\omega_f}{u_0} [z(z_0, t) - u_0 t]$, which gives:

$$
\frac{\partial \psi}{\partial \psi_0} = \left( \frac{\partial}{\partial z_0} - \frac{\partial z}{\partial z_0} \frac{\partial}{\partial t} \right) [z(z_0, t) - u_0 t] = \frac{\partial z}{\partial z_0} - \frac{\partial z}{\partial z_0} + u_0 \frac{\partial z}{\partial t} = u_0 \frac{\partial z}{\partial z_0}
$$

(3.26)

Then we use (3.10) in (3.26) to get:

$$
\frac{\partial \psi}{\partial \psi_0} = \frac{\partial z}{\partial \psi_0} = \frac{\partial z}{\partial z_0} \frac{1}{1 + C \Gamma}
$$

(3.27)

Lastly we write the “inverse functions”:

$$
\left| \frac{\partial z_0}{\partial z} \right|_t = \frac{\partial \psi_0}{\partial \psi} \frac{1}{1 + C \Gamma(y, \psi_0)}
$$

(3.28)

Substitute this into (3.3) which gives:

$$
\rho(y, \psi) = \frac{I_0}{u_0} \left| \frac{\partial \psi_0}{\partial \psi} \right|_y \frac{1}{1 + C \Gamma(y, \psi_0)}
$$

(3.29)

And (3.29) agrees with (3.21).

Notice that technically $\psi$ on the left hand side of (3.26) is a different function than $\psi(z_0, t)$. In particular, it comes from substituting the inverse transformations of (3.22) and (3.23) into the $z_0$ and $t$ coordinates of $\psi(z_0, t)$. Similarly $\Gamma$ on the right hand side of (3.27) is $\Gamma(z_0, t)$, obtained from substituting (3.22) and (3.23) into the $y$ and $\psi_0$ arguments of $\Gamma(y, \psi_0)$. 

Fourier Series

We will use a Fourier series representation for two quantities. First we will write the voltage in terms of its Fourier components and let the Fourier coefficients be the dependent variables. We will also assume the charge density is periodic in ψ and use the Fourier coefficients in writing the final set of equations. In preparation we now give the relations for a Fourier series. These relations can be found in any elementary signals and systems text book; we use the so-called trigonometric Fourier series as presented in [31]. For a signal \( x(t) \) that is periodic in \( t \) with period \( T_0 \) we write:

\[
x(t) = \frac{a_0}{2} + \sum_{k=1}^{\infty} \left( a_k \cos k\omega_0 t + b_k \sin k\omega_0 t \right)
\]

where \( \omega_0 = \frac{2\pi}{T_0} \) (3.30)

\[
a_k = \frac{2}{T_0} \int_{T_0} x(t) \cos k\omega_0 t \, dt
\] (3.31)

\[
b_k = \frac{2}{T_0} \int_{T_0} x(t) \sin k\omega_0 t \, dt
\] (3.32)

As stated earlier for the voltage we will leave the integral expressions in (3.31) and (3.32) as variables, i.e. replace the two integral expressions with tone amplitudes \( a_{1m}(y) \) and \( a_{2m}(y) \). Notice \( T_0 \) in (3.30)-(3.32) will be in our case \( T_f \), or the period of the reference wave.

The final result from Fourier series theory that we will need is the Fourier series for \( \frac{d^2x(t)}{dt^2} \). This can easily be calculated from (3.30) noting that neither \( a_k \) nor \( b_k \) are functions of \( t \). The result is:

\[
\frac{d^2x(t)}{dt^2} = \sum_{k=1}^{\infty} -k^2\omega_0^2 \left( a_k \cos k\omega_0 t + b_k \sin k\omega_0 t \right)
\] (3.33)
Assumed Solution Forms

We are almost fully prepared to derive the equations in the new variables. The remaining preparatory step is to write our assumed forms of the voltage and charge density using the Fourier results stated in the previous section. First we consider the voltage solution. The periodic variable of the voltage solution will be $\psi$, where harmonics of the fundamental are $m\psi$.\(^8\) One should keep in mind that in terms of lab frame variables the periodicity is in the $t$ component of $\psi$. For the voltage we choose to let the Fourier coefficients as defined in (3.31) and (3.32) be variables that are functions of $y$. The voltage components are defined by:

$$V(y, \psi) = \frac{Z_0 I_0}{4C} \sum_{m=0}^{\infty} [a_{1m}(y) \cos m\psi + a_{2m}(y) \sin m\psi]$$

(3.34)

This expression could be written using equation (A.3) as

$$V(y, \psi) = \frac{Z_0 I_0}{8C} \sum_{m=0}^{\infty} [A_m(y)e^{-im\psi} + c.c.]$$

where $A_m(y) \equiv a_{1m}(y) + ia_{2m}(y)$ and c.c. denotes complex conjugate. In most of the literature authors assume a form $V(y, \psi) \equiv \frac{Z_0 I_0}{8C} \sum_{m=0}^{\infty} [A_m(y)e^{im\psi} + c.c.]$ (the difference being the minus sign in the exponential); the only difference between the choices are differences in sign in the final equations.

We now consider the Fourier series representation of the charge density. In this case we will include the definition of the Fourier coefficients; we write:

$$\rho(y, \psi) = \sum_{m=0}^{\infty} \left[ \left( \frac{1}{\pi} \int_{0}^{2\pi} \rho(y, \psi) \cos m\psi ~d\psi \right) \cos m\psi 
+ \left( \frac{1}{\pi} \int_{0}^{2\pi} \rho(y, \psi) \sin m\psi ~d\psi \right) \sin m\psi \right]$$

(3.35)

We note that the Fourier coefficient integral is a function of $y$ only as expected. Also the $2\pi$ is one period of the fundamental frequency, i.e. $T_f = 2\pi$. The goal of this

\(^8\) This definition points out that it might have been clearer to have defined $\psi$ as $\psi_f$ in equation (3.8). However, we are not interested in carrying around the $f$ subscript so will just understand that this is the meaning of definition (3.8).
transformation is to get to a form that we can use on the right side of equation (3.1). To this end we insert (3.21) into the integrals on the right hand side of (3.35) to get:

\[
\rho(y, \psi) = \frac{I_0}{u_0} \sum_{m=0}^{\infty} \left[ \left( \frac{1}{\pi} \int_0^{2\pi} \cos m\psi \frac{d\psi}{1 + C\Gamma(y, \psi_0)} \right) \cos m\psi \right]
+ \left( \frac{1}{\pi} \int_0^{2\pi} \sin m\psi \frac{d\psi}{1 + C\Gamma(y, \psi_0)} \right) \sin m\psi \]  

(3.36)

Applying the change of variable to the integrands gives:

\[
\rho(y, \psi) = \frac{I_0}{u_0} \sum_{m=0}^{\infty} \left[ \left( \frac{1}{\pi} \int_0^{2\pi} \cos m\psi(y, \psi_0) \frac{d\psi_0}{1 + C\Gamma(y, \psi_0)} \right) \cos m\psi \right]
+ \left( \frac{1}{\pi} \int_0^{2\pi} \sin m\psi(y, \psi_0) \frac{d\psi_0}{1 + C\Gamma(y, \psi_0)} \right) \sin m\psi \]  

(3.37)

Lastly we see the right hand side of equation (3.1) requires that we take the second time derivative which is given by equation (3.13) for the new coordinates. We employ the Fourier series property given by (3.33) to get:

\[
\frac{\partial^2 \rho}{\partial t^2} = \omega^2 \frac{\partial^2 \rho(y, \psi)}{\partial \psi^2} = -\omega^2 \frac{I_0}{u_0} \sum_{m=0}^{\infty} m^2 \left[ \left( \frac{1}{\pi} \int_0^{2\pi} \cos m\psi(y, \psi_0) \frac{d\psi_0}{1 + C\Gamma(y, \psi_0)} \right) \cos m\psi \right]
+ \left( \frac{1}{\pi} \int_0^{2\pi} \sin m\psi(y, \psi_0) \frac{d\psi_0}{1 + C\Gamma(y, \psi_0)} \right) \sin m\psi \]  

(3.38)

This is the final form that we will require.

Transforming the Telegrapher’s Equation

We are now prepared to derive the first two differential equations of our model in the transformed Lagrangian coordinates (actually a countable “\(2 \times \infty\)” set of equations). We proceed by using the differential operators given by (3.13) and (3.16) on (3.1), inserting the assumed voltage solution given by (3.34) and the charge density
expression given by (3.38). The result of this operation and some rearrangement is:

\[
\left\{ \frac{1}{2C} \left[ \frac{u_0^2}{v_0^2} - 1 \right] \frac{\partial^2}{\partial \psi^2} - \frac{C}{2} \frac{\partial^2}{\partial \psi \partial y} - \frac{\partial^2}{\partial \psi \partial y} \right\}.
\]

\[
\left\{ \sum_{m=0}^{\infty} \left[ a_{1m}(y) \cos m\psi + a_{2m}(y) \sin m\psi \right] \right\} =
\]

\[
- \frac{u_0}{v_0} \sum_{m=0}^{\infty} m^2 \left[ \left( \frac{2}{\pi} \int_0^{2\pi} \cos m\psi(y, \psi_0) \, d\psi_0 \right) \cos m\psi \right.
\]

\[
+ \left. \left( \frac{2}{\pi} \int_0^{2\pi} \sin m\psi(y, \psi_0) \, d\psi_0 \right) \sin m\psi \right]\] (3.39)

Performing the differentiations as indicated:

\[
\frac{1}{2C} \left[ 1 - \frac{u_0}{v_0} \right] \sum_{m=0}^{\infty} m^2 \left[ a_{1m}(y) \cos m\psi + a_{2m}(y) \sin m\psi \right]
\]

\[
+ \sum_{m=0}^{\infty} m \left[ \frac{da_{1m}(y)}{dy} \cos m\psi - \frac{da_{2m}(y)}{dy} \sin m\psi \right]
\]

\[
- \frac{C}{2} \sum_{m=0}^{\infty} \frac{d^2a_{1m}(y)}{dy^2} \cos m\psi + \frac{d^2a_{2m}(y)}{dy^2} \sin m\psi \right] =
\]

\[
- \frac{u_0}{v_0} \sum_{m=0}^{\infty} m^2 \left[ \left( \frac{2}{\pi} \int_0^{2\pi} \cos m\psi(y, \psi_0) \, d\psi_0 \right) \cos m\psi \right.
\]

\[
+ \left. \left( \frac{2}{\pi} \int_0^{2\pi} \sin m\psi(y, \psi_0) \, d\psi_0 \right) \sin m\psi \right]\] (3.40)

Define the detuning parameter \(\delta\) by:

\[
\frac{u_0}{v_0} \equiv 1 + C\delta \] (3.41)

Substituting this definition into (3.40) gives:

\[
\frac{\delta (2 + C\delta)}{2} \sum_{m=0}^{\infty} m^2 \left[ a_{1m}(y) \cos m\psi + a_{2m}(y) \sin m\psi \right]
\]

---

9 This definition is slightly different than equation (2.15). Nordsieck uses (2.15) in [38] whereas our definition appears in [45, 49]. To avoid confusion between the detuning parameters of Chapters 2 and 3 we use the new variable name \(\delta\).
\[- \sum_{m=0}^{\infty} m \left[ \frac{d a_{1m}(y)}{dy} \sin m \psi - \frac{d a_{2m}(y)}{dy} \cos m \psi \right] \]
\[+ \frac{C}{2} \sum_{m=0}^{\infty} \left[ \frac{d^2 a_{1m}(y)}{dy^2} \cos m \psi + \frac{d^2 a_{2m}(y)}{dy^2} \sin m \psi \right] = \]
\[(1 + C\delta) \sum_{m=0}^{\infty} m^2 \left[ \left( \frac{2}{\pi} \int_{0}^{2\pi} \frac{\cos m \psi(y, \psi_0) \, d\psi_0}{1 + C \Gamma(y, \psi_0)} \right) \cos m \psi \right. \]
\[\left. + \left( \frac{2}{\pi} \int_{0}^{2\pi} \frac{\sin m \psi(y, \psi_0) \, d\psi_0}{1 + C \Gamma(y, \psi_0)} \right) \sin m \psi \right] \quad (3.42)\]

The remaining step to get differential equations for $a_{1m}(y)$ and $a_{2m}(y)$ is to equate terms multiplying the sine and cosine functions respectively. Note that what is represented in (3.42) is an infinite sum of equations, one for each tone. From here on we will simply write one set of these equations which will be indexed by $m$. The differential equations for $a_{1m}(y)$ and $a_{2m}(y)$ are:

\[\frac{C}{2} \frac{d^2 a_{1m}(y)}{dy^2} + m \frac{d a_{2m}(y)}{dy} + \delta (2 + C\delta) m^2 a_{1m}(y) = \]
\[(1 + C\delta) m^2 \left( \frac{2}{\pi} \int_{0}^{2\pi} \frac{\cos m \psi(y, \psi_0) \, d\psi_0}{1 + C \Gamma(y, \psi_0)} \right) \cos m \psi \quad m = 0, 1, 2, \ldots \quad (3.43)\]

\[\frac{C}{2} \frac{d^2 a_{2m}(y)}{dy^2} - m \frac{d a_{1m}(y)}{dy} + \delta (2 + C\delta) m^2 a_{2m}(y) = \]
\[(1 + C\delta) m^2 \left( \frac{2}{\pi} \int_{0}^{2\pi} \frac{\sin m \psi(y, \psi_0) \, d\psi_0}{1 + C \Gamma(y, \psi_0)} \right) \sin m \psi \quad m = 0, 1, 2, \ldots \quad (3.44)\]

Under the physical assumptions stated earlier these are the exact equations for $a_{1m}(y)$ and $a_{2m}(y)$ in the new variables written in Lagrangian coordinates. For now we leave these equations as they are and move on. Shortly we will return and take the “small $C$” approximation of (3.43) and (3.44). We forego physical interpretation until that simplification has been made.
Transforming Newton’s Law

In this section we derive the $\Gamma(y, \psi_0)$ equation by application of Newton’s Law as seen in (3.2). We write (3.2) again in the following form:

$$\frac{\partial}{\partial t} \frac{\partial z(z_0, t)}{\partial t} = -\frac{e}{m_e} \frac{\partial V(z, t)}{\partial z}$$

(3.45)

Recall that we used $\frac{\partial z}{\partial t}$ in the definition of $\Gamma(y, \psi_0)$ in equation (3.10). Therefore, to proceed we substitute (3.10) into the left hand side of (3.45) and apply the chain rule of differentiation. On the right hand side we use (3.15) to convert $\frac{\partial}{\partial z}$ to $\frac{\partial}{\partial y}$ and $\frac{\partial}{\partial \psi}$, and substitute in our assumed voltage solution (3.34). This gives:

$$C_{u_0} \frac{\partial \Gamma(y, \psi_0)}{\partial y} \frac{\partial y}{\partial t} = -\frac{e}{m_e} \left\{ \frac{C \omega_f}{u_0} \frac{\partial}{\partial y} + \frac{\omega_f}{u_0} \frac{\partial}{\partial \psi} \right\} \left\{ \frac{Z_0 I_0}{4C} \sum_{m=0}^{\infty} [a_{1m}(y) \cos m\psi + a_{2m}(y) \sin m\psi] \right\}$$

(3.46)

We can take this further by again using (3.10) and that $\frac{\partial y}{\partial t} = \frac{\partial y}{\partial z} \frac{\partial z}{\partial t}$ where $\frac{\partial y}{\partial z} = C \frac{\omega_f}{u_0}$; we also compute the derivatives on the right hand side:

$$\frac{\partial \Gamma(y, \psi_0)}{\partial y} [1 + C \Gamma(y, \psi_0)] = -\frac{1}{2} \left\{ C \sum_{m=0}^{\infty} \left[ \frac{da_{1m}(y)}{dy} \cos m\psi(y, \psi_0) \right] + \frac{da_{2m}(y)}{dy} \sin m\psi(y, \psi_0) \right\}$$

$$+ \sum_{m=0}^{\infty} m [a_{2m}(y) \cos m\psi(y, \psi_0)$$

$$-a_{1m}(y) \sin m\psi(y, \psi_0)] \right\}$$

(3.47)

We have also used the definition of Pierce’s gain parameter: $C^3 \equiv \frac{Z_0 I_0}{4V_0}$, and that $eV_0 = \frac{1}{2} m_e u_0^2$. Equation (3.47) is the exact equation for evolution of $\Gamma(y, \psi_0)$. Occasionally in the literature the left hand side is written as $\frac{1}{2C} \frac{\partial}{\partial y} [1 + C \Gamma(y, \psi_0)]^2$. Rewriting in this fashion is exactly analogous to the common observation that for a velocity function $v$, $\frac{1}{2} \frac{dv^2}{dt} = v \frac{dv}{dt}$. 
An Evolution Equation for $\frac{\partial \psi}{\partial y}$

The final equation required is for $\psi(y, \psi_0)$. To derive this equation we take the definition of $\psi$ from (3.8), differentiate both sides with respect to $y$ and make the proper substitutions. The differentiation yields (with an application of the chain rule and using $\frac{\partial t}{\partial z} = \left(\frac{\partial y}{\partial t}\right)^{-1}$):

$$\frac{\partial \psi(y, \psi_0)}{\partial y} = \omega \frac{\partial z}{\partial y} \left( \frac{1}{u_0} - \left[ \frac{\partial z}{\partial t} \right]^{-1} \right)$$  \hspace{1cm} (3.48)

Now we substitute in (3.10) and use that $\frac{\partial z}{\partial y} = \left(\frac{\partial y}{\partial z}\right)^{-1} = \left(\frac{\partial y}{\partial t}\right)^{-1}$ giving:

$$\frac{\partial \psi(y, \psi_0)}{\partial y} = \frac{\Gamma(y, \psi_0)}{1 + C \Gamma(y, \psi_0)}$$  \hspace{1cm} (3.49)

This is the final form of the equation for $\psi(y, \psi_0)$.

The derivation of (3.49) is the method most often used in the Lagrangian TWT literature. We again offer an alternative method based on the coordinate transformations (3.22)-(3.23). From (3.25) we have:

$$\frac{\partial}{\partial y} = \frac{u_0}{\omega} \frac{1}{C \frac{\partial z}{\partial t}} \frac{\partial}{\partial t}$$  \hspace{1cm} (3.50)

We apply (3.50) to the definition of $\psi$ in (3.8):

$$\frac{\partial \psi}{\partial y} = \frac{1}{C \frac{\partial z}{\partial t}} \frac{\partial}{\partial t} \left( z - u_0 t \right)$$

$$= \frac{\frac{\partial z}{\partial t} - u_0}{C \frac{\partial z}{\partial t}}$$  \hspace{1cm} (3.51)

Then we use the definition of $\Gamma$ in (3.10):

$$\frac{\partial \psi}{\partial y} = \frac{u_0 [1 + CT] - u_0}{Cu_0 [1 + CT]}$$

$$= \frac{\Gamma}{1 + CT}$$  \hspace{1cm} (3.52)

This is the same as (3.49).
The Small $C$ Equations

Equations (3.43), (3.44), (3.47) and (3.49) are the fully converted equations under the physical assumptions made. To simplify matters even further we restrict ourselves to low gain TWTs, or ones with $C \ll 1$. In this approximation we get:

\[
\frac{da_{1m}(y)}{dy} = -m \frac{2}{\pi} \int_{0}^{2\pi} \sin m\psi(y, \psi_0) \, d\psi_0 + \delta ma_{2m}(y) \quad m = 0, 1, 2, \ldots \quad (3.53)
\]

\[
\frac{da_{2m}(y)}{dy} = m \frac{2}{\pi} \int_{0}^{2\pi} \cos m\psi(y, \psi_0) \, d\psi_0 - \delta ma_{1m}(y) \quad m = 0, 1, 2, \ldots \quad (3.54)
\]

\[
\frac{\partial \Gamma(y, \psi_0)}{\partial y} = \frac{1}{2} \sum_{m=0}^{\infty} m [a_{1m}(y) \sin m\psi(y, \psi_0) - a_{2m}(y) \cos m\psi(y, \psi_0)] \quad (3.55)
\]

\[
\frac{\partial \psi(y, \psi_0)}{\partial y} = \Gamma(y, \psi_0) \quad (3.56)
\]

If one sets $m = 1$ in equations (3.53)-(3.56) one will not get the small $C$ equations for the single tone case (2.16)-(2.19). There are two reasons for this:

1. The multitone model was formulated in the unperturbed beam velocity frame where the single tone model was formulated in the frame moving with the cold circuit phase velocity. The manifestation of this is in the additive terms multiplying the detuning parameter on the right hand side of (3.53) and (3.54). If one refers back to Section 2.1.3 one will find a transformation from the circuit frame to the beam frame for the discretized model, and indeed see the appearance of the additive terms in equations (2.37) and (2.38).

2. In the multitone model we chose our voltage solution directly from the trigonometric Fourier series, whereas Nordsieck chose a solution for the voltage which had a negative sign in front of the sine component. This choice results in the negative sign in front of (2.17) where it does not appear in (3.54), and a negative sign in (3.55) that does not appear in (2.18).
3.1.2 Physical Interpretation

In Chapter 2 we discussed at length how one interprets the growth of the voltage wave and fluid element evolution due to element “positioning” with respect to the wave. Equations (3.53) and (3.54) calculate wave growth by a time integration over a fundamental period (determining the bunchedness of the beam as well as the nominal phase location of the bunch), equation (3.55) determines the acceleration of the fluid due to fluid element phasing with respect to the voltage wave and equation (3.56) determines the velocity of the fluid. There is a fundamental difference, however, in the multitone equations regarding accelerations and wave growth; namely, the term $m$ which multiplies many of the terms on the right hand side of equations (3.53)-(3.56). This term will be considered in this section.

Electron Beam Response to Circuit Voltage

We interpret $m$ by looking at equation (3.55). Consider two sine waves of equal amplitude but different frequencies (different values of $m$). The higher frequency wave is steeper from peak to trough and therefore should exert a stronger force on a fluid element than a lower frequency wave for identical element phasing. This indeed is the meaning of the $m$ term; it came to being by differentiating the sine and cosine functions, which is an operation that measures gradient and in this case force. In fact equation (3.55) is proportional to the negative gradient of the voltage as defined in (3.34) where terms multiplied by $C$ have been dropped. Note that the acceleration of a fluid element is then a linear combination of the force contributions of the individual tones.
Wave Growth

Recall that $a_{1m}(y)$ and $a_{2m}(y)$ are the Fourier coefficients of tone $m$ of the total circuit voltage as assumed in (3.34). As in the single tone case, the integral computes the bunchedness of the beam by integrating the fluid phase function $\psi(y, \psi_0)$ over all initial fluid element positions $\psi_0$. In the multitone case, however, the integral computes the bunchedness of the beam with respect to tone $m$. The physical argument is identical to the argument of Chapter 2 except for the appearance of the $m$ term. Explaining the appearance of the $m$ term in the argument of the sinusoids in the integrand is straightforward; i.e. to determine bunchedness with respect to a wave with frequency $m\omega_f$ we must integrate with respect to the proper sinusoid of the same frequency.\(^{10}\)

To determine the reason the $m$ term multiplies the integration consider again two equal amplitude waves of different frequency. According to (3.53) and (3.54) a fluid element at equal phase with respect to the two waves will contribute more to the growth of the higher frequency wave. We can rationalize this by considering the original form of the telegrapher equation in (3.1). Recall that time accelerations in the voltage and charge density contribute to the spatial acceleration, or growth, of the voltage wave. It is clear then that a higher time acceleration for a charge density will cause a higher space acceleration for the voltage wave than would a smaller time acceleration excitation. Said another way, higher frequencies will grow faster in space than will low frequencies.

It is interesting to observe that the growth contribution of a fluid element depends only on its phase with respect to the wave and not the height of the wave.\(^{11}\) This differs from the calculation of the acceleration of a fluid element as in (3.55) in

\(^{10}\) The frequency $\omega_f$ is implicit in the definition of $\psi$ so simply $m\psi$ appears in the argument of the sinusoids.

\(^{11}\) This is the case in the single tone equations also. Although we did not mention it in Chapter 2, it can be determined from the equations.
that amplitudes do appear in the accelerations as one would expect. To understand this amplitude independent contribution we again look to (3.1). If we consider the spatial acceleration of the voltage as being made up of the time acceleration contributions of the voltage and the charge density, then the charge density contribution does not care as to what the voltage amplitude is.\footnote{We are speaking of explicit dependence of $\rho$ on $V$. There will be implicit dependence since different choices of boundary data for $V$ will influence values of $\rho$ at points further down the tube.} The time averaging integrations in (3.53) and (3.54) measure the bunchedness of the beam regardless of what the amplitude of the circuit voltage just as the source term in (3.1) does. This is not to say, however, that if we were to set up two experiments including two waves of the same frequency, unequal amplitudes, and traveling synchronously with the beam ($\delta = 0$) that they would grow the same. Indeed they would immediately take different amplitude trajectories as their fluid accelerations as given in (3.55) would be different.

The other term on the right hand sides of equations (3.53) and (3.54) predicts a detuning effect. If one was able to turn off the interaction for a nonzero amplitude wave (i.e. $a_{1m}(y) \neq 0$ and $a_{2m}(y) \neq 0$) one would still expect the voltage variables to change in $y$. The reason is that the formulation is done in the beam frame. For a value of detuning $\delta > 0$, sitting in the beam frame the voltage wave is traveling to the left. This effect is captured in these terms. For two waves with different frequencies traveling at the same speed (recall the transmission line is assumed to be dispersionless) one would see more cycles of the higher frequency wave go by in unit time; this is predicted by the $m$ multiplier in these terms.

\subsection{3.1.3 Development of Discretized Multitone Small $C$ Equations}

As in the single tone case, we have identified Hamiltonian structure in the discretized multitone small $C$ model. In this section we discretize the small $C$ model
and present the Hamiltonian form of the equations.

**Discretization**

Equations (3.53)-(3.56) are partial differential equations and can be considered to be of infinite dimension; there are an (uncountably) infinite number of fluid elements each identified by its initial value of \( \psi_0 \) and a (countably) infinite number of harmonics making up the Fourier series representation of the voltage. If we consider a finite number of fluid elements represented by a finite number of initial phase values and a finite subset of the voltage harmonics we may write equations (3.53)-(3.56) as a set of ordinary differential equations finite in dimension. If the number of fluid elements is chosen to be \( N \) and the number of tones present is chosen to be \( M \) the dimension of the system is \( 2M + 2N \).

For the finite number of frequencies chosen we will likely pick a set of frequencies with nonconsecutive \( m \) values.\(^{13}\) For notational purposes we therefore consider a set of frequencies, \( \Omega \), with \( M \) elements where individual elements of the set are identified by \( \Omega_n \). With this construction \( \Omega \) is indexed by \( n = 1, \ldots, M \). The \( \Omega_n \)’s correspond to values of \( m \) we have chosen to keep in selecting a finite number of frequencies. We use the subscript \( n \) to label the Fourier coefficients of the tone having frequency \( \Omega_n \omega_f \) and the subscript \( j \) to label the \( j^{\text{th}} \) value of initial phase, or \( j^{\text{th}} \) “particle”. The system becomes:

\(^{13}\) Choosing the “most important” frequencies is sometimes referred to as a Galerkin approximation (see pg. 631 of [34]). See Section 3.1.4 for examples of how and why one might do such a thing.
\[
\begin{align*}
\dot{a}_{1n} &= -\Omega_n \frac{4}{N} \sum_{j=1}^{N} \sin \Omega_n \psi_j + \delta\Omega_n a_{2n} & n &= 1, \ldots, M (3.57) \\
\dot{a}_{2n} &= \Omega_n \frac{4}{N} \sum_{j=1}^{N} \cos \Omega_n \psi_j - \delta\Omega_n a_{1n} & n &= 1, \ldots, M (3.58) \\
\dot{\Gamma}_j &= \frac{1}{2} \sum_{k=1}^{M} \Omega_k [a_{1k} \sin \Omega_k \psi_j - a_{2k} \cos \Omega_k \psi_j] & j &= 1, \ldots, N (3.59) \\
\dot{\psi}_j &= \Gamma_j & j &= 1, \ldots, N (3.60)
\end{align*}
\]

Equations (3.57) and (3.58) are each \( M \) in number and equations (3.59) and (3.60) are each \( N \) in number. The overdot represents differentiation with respect to \( y \).

**Hamiltonian Form of Discretized Equations**

Before presenting the Hamiltonian form of the equations we discuss some more notational conventions. As in the single tone case we desire to have the variables for the tone amplitudes to be \( \Gamma \)'s and \( \psi \)'s to emphasize the Hamiltonian nature of the system. However, since there are two amplitude variables per tone we need to modify our indexing notation. For particle quantities we write \( \Gamma_{0j}(y) \) and \( \psi_{0j}(y) \); for wave quantities we write \( \Gamma_{n0}(y) \) and \( \psi_{n0}(y) \) as defined below. Therefore, the first index position is for wave quantities and the second index position is for particle quantities. For initial values we will no longer use the 0 subscript, rather indicate a 0 in the argument, e.g. \( \Gamma_{0j}(0) \) is particle \( j \)'s velocity at \( y = 0 \).

As in the single tone case the tone amplitude variables are not symplectic and we must perform a transformation to get symplectic variables (see B.2.1 in Appendix B for the Hamiltonian and modifications to the equations of motion before the transformation). We make the transformation using the following definitions:

\[
\begin{align*}
\Gamma_{n0}(y) &\equiv \sqrt{\frac{N}{8\Omega_n}} a_{1n}(y) \\
\psi_{n0}(y) &\equiv \sqrt{\frac{N}{8\Omega_n}} a_{2n}(y)
\end{align*}
\]
Substituting definitions (3.61) and (3.62) into equations (3.57)-(3.59) we get:

\[ \dot{\Gamma}_{n0} = -\sqrt{\frac{2\Omega_n}{N}} \sum_{j=1}^{N} \sin \Omega_n \psi_{0j} + \delta \Omega_n \psi_{n0} \quad n = 1, \ldots, M \] (3.63)

\[ \dot{\psi}_{n0} = \sqrt{\frac{2\Omega_n}{N}} \sum_{j=1}^{N} \cos \Omega_n \psi_{0j} - \delta \Omega_n \Gamma_{n0} \quad n = 1, \ldots, M \] (3.64)

\[ \dot{\Gamma}_{0j} = \sqrt{\frac{2}{N}} \sum_{k=1}^{M} \Omega_k^{\frac{3}{2}} \left[ \Gamma_{k0} \sin \Omega_k \psi_{0j} - \psi_{k0} \cos \Omega_k \psi_{0j} \right] \quad j = 1, \ldots, N \] (3.65)

\[ \dot{\psi}_{0j} = \Gamma_{0j} \quad j = 1, \ldots, N \] (3.66)

The Hamiltonian that generates these equations of motion is:

\[ H = \sum_{j=1}^{N} \left[ \frac{\Gamma_{0j}^2}{2} + \sqrt{\frac{2}{N}} \sum_{n=1}^{M} \Omega_n^{\frac{3}{2}} (\Gamma_{n0} \cos \Omega_n \psi_{0j} + \psi_{n0} \sin \Omega_n \psi_{0j}) \right] \]

\[ -\frac{\delta}{2} \sum_{n=1}^{M} \Omega_n (\Gamma_{n0}^2 + \psi_{n0}^2) \] (3.67)

where the equations of motion are generated by:

\[ \dot{\Gamma}_{nj} = -\frac{\partial H}{\partial \psi_{nj}} \] (3.68)

\[ \dot{\psi}_{nj} = \frac{\partial H}{\partial \Gamma_{nj}} \] (3.69)

In equations (3.68) and (3.69) the indices \( n \) and \( j \) may not both be nonzero in order for the proper equations to be generated.

**Conserved Quantities**

In addition to the conserved quantity of the Hamiltonian, we have another conserved quantity:

\[ \Delta_{mt} \equiv \sum_{j=1}^{N} \Gamma_{j} + \sum_{n=1}^{M} \frac{\Omega_n}{2} (\Gamma_{n0}^2 + \psi_{n0}^2) \] (3.70)

See B.2.2 in Appendix B for equations (3.63)-(3.70) in complex form.
3.1.4 Numerical Solution to Equations

As a final step in the model presentation we give an example of numerically solving equations (3.63)-(3.66). Generally the statements made in 2.1.4 apply in this section; however, additional comments are needed due to the multifrequency nature of the present model. Therefore, we structure this section nearly identically to Section 2.1.4 except for the appearance of the section entitled “Integration Methods and Stiffness”; stiffness is not an issue in the multitone equations.

Defining the Numerical Problem

The primary difference between the model equations in (3.63)-(3.66) and those of Chapter 2 is the existence of multiple frequencies. We have indicated that we are considering a Galerkin approximation, or a finite subset of frequencies that we are going to deem to be more necessary than others; indeed our model equations are for that finite set of frequencies. We choose our finite set $\Omega$ from the countably infinite frequency set, $\Omega_\infty = \{m\omega_f \text{ such that } m \text{ is a positive integer}\}$. It is clear from this set definition that the closest two frequencies may be is $\omega_f$.

To demonstrate how one would choose frequencies we consider an example in which we wish to model two frequency drive, $\omega_1$ and $\omega_2$ with $\omega_1 < \omega_2$, and the nearest third order intermodulation products, $2\omega_1 - \omega_2$ and $2\omega_2 - \omega_1$. Say we choose $\omega_1 = 7\omega_f$ and $\omega_2 = 10\omega_f$. Then our frequency set becomes $\Omega = \{4, 7, 10, 13\}$. Note that 1 (or $\omega_f$) does not appear in the set and need not appear. The obvious question is to consider what might be the implications for leaving out the frequencies between those present. The answer is seen by running simulations with and without them present; they are not particularly “important” frequencies if their inclusion only slightly modifies the results of simulations. Indeed if one wanted more accurate

---

14 Technically we choose the finite subset from $\Omega_\infty$, and then divide all elements by $\omega_f$ to arrive at $\Omega$. 

results one would want to include harmonic frequencies of the drives before including
the frequencies between those in $\Omega$. Also note that frequency choices must be carefully
considered as we are assuming in the model infinite bandwidth which would not occur
in practice. In other words some physical reasoning regarding what frequencies are
entered into our set is appropriate; e.g. $10\omega_1$ is likely out of the bandwidth of any
real TWT and hence its inclusion into our frequency set is not realistic.

Another very important consideration due to the multifrequency nature of the
model is the choice of the number of initial phases, or the number of “disks”. From
a “digital sampling” viewpoint we must ensure that the period difference between
closely spaced frequencies is sufficiently sampled. If we consider the spatial variation
of the waves (related to $\omega$ by $v_0$) we might require a minimum number of particles
initially distributed over the wavelength difference of closely spaced frequencies.\footnote{This is equivalently formulated with regards to time period differences between two frequencies, but it is felt that the spatial picture is easier to consider.}

Letting the minimum number of particles per wavelength difference be $n$ (a quantity
one establishes with experience), the wavelength associated with $\omega_f$ to be $\lambda_f$, the
total particle number $N$, and the difference between two closely spaced frequencies
to be $\Delta \lambda \equiv \lambda_b - \lambda_a > 0$ we may write:

$$\frac{\Delta \lambda}{\lambda_f} N \geq n \quad (3.71)$$

Using the relation $\lambda = \frac{n 2\pi}{\omega}$ we may rearrange (3.71) to get:

$$\Delta \omega \geq \frac{n \omega_a \omega_b}{N \omega_f} \quad (3.72)$$

In (3.72) we have $\Delta \omega = \omega_a - \omega_b > 0$. Perhaps a more useful version of (3.72) will
be an expression for the minimum number of particles required for a given frequency
separation. For a worst case estimate we replace the frequency product $\omega_a \omega_b$ by the
larger product $\omega_a^2$ and are left with:

$$N \geq \frac{n \omega_a^2}{\Delta \omega \omega_f} \quad (3.73)$$

Note that the inequality only holds prior to the interaction. When bunching has occurred we obviously cannot guarantee to sample all spatial points evenly. This is another reason the value of $n$ comes with experience.

As a final numerical issue we mention that when doing numerical simulations one might like to rescale the length in (3.6). Namely, one might let:

$$\tilde{y} \equiv C \frac{\omega_{\text{max}}}{u_0} z$$

(3.74)

In (3.74) $\omega_{\text{max}}$ is the maximum frequency present in the simulation. The reason for doing this is that saturation lengths in $\tilde{y}$ will come out similar even for disparate frequencies. If one does not employ this definition saturation lengths simply may vary widely for different frequency choices. When using (3.74) the definition of $\psi$ must change as well, namely:

$$\tilde{\psi} \equiv \omega_{\text{max}} \left( \frac{z}{u_0} - t \right)$$

(3.75)

The frequency $\Omega_n$ requires a new definition as well:

$$\tilde{\Omega}_n \equiv \frac{\omega_n}{\omega_{\text{max}}}$$

(3.76)

With these new definitions one may check that the model equations in (3.57)-(3.60) do not change by substituting the relations between old and new variables: $y = \frac{\omega_f}{\omega_{\text{max}}} \tilde{y}$, $\psi = \frac{\omega_f}{\omega_{\text{max}}} \tilde{\psi}$, and $\Omega_n = \frac{\omega_{\text{max}}}{\omega_f} \tilde{\Omega}_n$. The differentiaion is then with respect to $\tilde{y}$ and the meaning of the phase variables in the equations are now phases with respect to the highest frequency present. As such one must handle phase initialization differently as well; initial phases must take values from 0 to $\frac{\omega_{\text{max}}}{\omega_f} 2\pi$. The set of frequencies $\tilde{\Omega}$ is now a set of fractions rather than a set of integers; the largest entry in $\tilde{\Omega}$ is $\frac{\omega_{\text{max}}}{\omega_{\text{max}}} = 1$.

---

16 If one does the substitution into equations (3.63)-(3.66) there are some multiplying factors remaining. The reason for this is that variable changes in Hamiltonian systems are very particular, i.e. only certain types of variable changes preserve Hamiltonian structure.

17 The expression for $\frac{d}{dy}$ can be obtained by the chain rule for example.
Simulations

Lastly we present an example of the results of integrating equations (3.63)-(3.66). We choose the problem discussed previously of two drive tones and the nearest intermodulation frequencies with the frequency set $\Omega = \{4, 7, 10, 13\}$. The beam is initially uniformly distributed and monoenergetic. The simulation parameters and initial data are presented in Table 3.1. The simulation does not use the rescaled variables in (3.74)-(3.76), rather the standard variables.

In Figure 3.1 we plot amplitudes of the tones as defined by:

$$A_n = \sqrt{a_{1n}^2 + a_{2n}^2}$$

(3.77)

Transformations between $a_{1n}$, $a_{2n}$ and $\Gamma_{n0}$, $\psi_{n0}$ are made using (3.61) and (3.62). Notice in general that higher frequency components (both drive and intermodulation) tend to grow faster.

In Figure 3.2 we plot a representative group of disk trajectories; we show every 5th disk. Notice the splitting of the disk phases into several sub-bunches due to the multitone drive.

3.2 Equilibrium and Linearization

Finally with regards to initial investigation of the multitone TWT model we consider the equilibrium as was done in the single tone case. We identify the equilibrium, consider the linearization about the equilibrium, and finally linearize by way of collective variables.

3.2.1 Identification of an Equilibrium and the Jacobian Matrix

One can quickly convince oneself that the equilibrium condition from the single tone case makes physical and mathematical sense in the multitone equations. That
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>1.0</td>
</tr>
<tr>
<td>$N$</td>
<td>130</td>
</tr>
<tr>
<td>$n$</td>
<td>2</td>
</tr>
<tr>
<td>$\omega_f$</td>
<td>1.0</td>
</tr>
<tr>
<td>$a_{11}(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{21}(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{12}(0)$</td>
<td>0.007</td>
</tr>
<tr>
<td>$a_{22}(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{13}(0)$</td>
<td>0.001</td>
</tr>
<tr>
<td>$a_{23}(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{14}(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{24}(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$\Omega_1$</td>
<td>4</td>
</tr>
<tr>
<td>$\Omega_2$</td>
<td>7</td>
</tr>
<tr>
<td>$\Omega_3$</td>
<td>10</td>
</tr>
<tr>
<td>$\Omega_4$</td>
<td>13</td>
</tr>
<tr>
<td>$\Gamma_j(0)$</td>
<td>0.0</td>
</tr>
<tr>
<td>$\psi_j(0)$</td>
<td>$2\pi(j - 1)/N$</td>
</tr>
</tbody>
</table>

Table 3.1: Simulation parameters and initial data for presented results. The values for $\Gamma_{n0}$ and $\psi_{n0}$ are obtained from (3.61) and (3.62). For $\Gamma_j(0)$ and $\psi_j(0)$ $j$ takes on values $1, \ldots, N$. A lower bound on $N$ was determined from equation (3.73) with $n = 2$, $\Delta \omega = 3$, and $\omega_a = \Omega_4 \omega_f$. 
Figure 3.1: Normalized amplitudes, $A_n(y)$ as in (3.77), versus normalized distance $y$.

Figure 3.2: Fluid element phases, $\psi_0(y)$, versus normalized distance $y$. 
is, for a uniformly distributed monoenergetic beam and zero voltage amplitudes for all tones the right hand sides of equations (3.63)-(3.66) are zero. Small perturbations from this point are characterized by the eigenvalues and eigenvectors of the Jacobian matrix.

For the equilibrium the disk phases are evenly distributed over one period, $T_f$, corresponding to the fundamental frequency. This is also a period shared by all other frequencies (not their fundamental period necessarily); as such the sums of sines and cosines of these phases add to zero. The fact that all other terms on the right hand side of the system are zero is immediately obvious.

We directly present the Jacobian matrix in a similar manner to the method of Chapter 2. The difference in structure is purely due to the presence of multiple tones. That is, the first two columns and first two rows of the Jacobian in the single tone case will be replaced with $2M$ rows and $2M$ columns. The overall structure is:

$$
\begin{bmatrix}
A_{mt} & B_{mt} & C_{mt} & D_{mt} \\
E_{mt} & F_{mt} & G_{mt} & H_{mt} \\
K_{mt} & L_{mt} & M_{mt} & N_{mt} \\
O_{mt} & P_{mt} & Q_{mt} & R_{mt}
\end{bmatrix}
$$

2$(N + M) \times 2(N + M)$ (3.78)

The blocks in (3.78) are given by:

$$A_{mt} = [0] \quad M \times M$$

(3.79)

$$B_{mt} =
\begin{bmatrix}
\delta \Omega_1 & 0 & \cdots & 0 \\
0 & \delta \Omega_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \delta \Omega_M
\end{bmatrix} \quad M \times M$$

(3.80)

$$C_{mt} = [0] \quad M \times N$$

(3.81)
\[
\mathbf{D}_{mt} = \begin{bmatrix}
-\sqrt{\frac{2 \Omega_1^2}{N}} \cos \Omega_1 \psi_{01} & \cdots & -\sqrt{\frac{2 \Omega_1^2}{N}} \cos \Omega_1 \psi_{0N} \\
-\sqrt{\frac{2 \Omega_2^2}{N}} \cos \Omega_2 \psi_{01} & \cdots & -\sqrt{\frac{2 \Omega_2^2}{N}} \cos \Omega_2 \psi_{0N} \\
\vdots & & \vdots \\
-\sqrt{\frac{2 \Omega_N^2}{N}} \cos \Omega_M \psi_{01} & \cdots & -\sqrt{\frac{2 \Omega_M^2}{N}} \cos \Omega_M \psi_{0N}
\end{bmatrix} \quad M \times N \quad (3.82)
\]

\[
\mathbf{E}_{mt} = \begin{bmatrix}
-\delta \Omega_1 & 0 & \cdots & 0 \\
0 & -\delta \Omega_2 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & -\delta \Omega_M
\end{bmatrix} \quad M \times M \quad (3.83)
\]

\[
\mathbf{F}_{mt} = [0] \quad M \times M \quad (3.84)
\]

\[
\mathbf{G}_{mt} = [0] \quad M \times N \quad (3.85)
\]

\[
\mathbf{H}_{mt} = \begin{bmatrix}
-\sqrt{\frac{2 \Omega_1^2}{N}} \sin \Omega_1 \psi_{01} & \cdots & -\sqrt{\frac{2 \Omega_1^2}{N}} \sin \Omega_1 \psi_{0N} \\
-\sqrt{\frac{2 \Omega_2^2}{N}} \sin \Omega_2 \psi_{01} & \cdots & -\sqrt{\frac{2 \Omega_2^2}{N}} \sin \Omega_2 \psi_{0N} \\
\vdots & & \vdots \\
-\sqrt{\frac{2 \Omega_N^2}{N}} \sin \Omega_M \psi_{01} & \cdots & -\sqrt{\frac{2 \Omega_M^2}{N}} \sin \Omega_M \psi_{0N}
\end{bmatrix} \quad M \times N \quad (3.86)
\]

\[
\mathbf{K}_{mt} = \begin{bmatrix}
\sqrt{\frac{2 \Omega_1^2}{N}} \sin \Omega_1 \psi_{10} & \cdots & \sqrt{\frac{2 \Omega_1^2}{N}} \sin \Omega_1 \psi_{01} \\
\sqrt{\frac{2 \Omega_2^2}{N}} \sin \Omega_2 \psi_{10} & \cdots & \sqrt{\frac{2 \Omega_1^2}{N}} \sin \Omega_2 \psi_{01} \\
\vdots & & \vdots \\
\sqrt{\frac{2 \Omega_N^2}{N}} \sin \Omega_M \psi_{10} & \cdots & \sqrt{\frac{2 \Omega_N^2}{N}} \sin \Omega_M \psi_{01}
\end{bmatrix} \quad N \times M \quad (3.87)
\]
\[ L_{mt} = \begin{bmatrix} -\sqrt{\frac{2\Omega_1}{N}} \cos \Omega_1 \psi_{01} & \cdots & -\sqrt{\frac{2\Omega_M}{N}} \cos \Omega_M \psi_{01} \\ -\sqrt{\frac{2\Omega_1}{N}} \cos \Omega_1 \psi_{02} & \cdots & -\sqrt{\frac{2\Omega_M}{N}} \cos \Omega_M \psi_{02} \\ \vdots & \ddots & \vdots \\ -\sqrt{\frac{2\Omega_1}{N}} \cos \Omega_1 \psi_{0N} & \cdots & -\sqrt{\frac{2\Omega_M}{N}} \cos \Omega_M \psi_{0N} \end{bmatrix} \quad N \times M \] (3.88)

\[ M_{mt} = [0] \quad N \times N \] (3.89)

\[ N_{mt} = \begin{bmatrix} \sum_{n=1}^{M} \sqrt{\frac{2\Omega_n}{N}} \left[ \Gamma_{n0} \cos \Omega_n \psi_{01} \quad \cdots \quad 0 \right] \\ -\psi_{n0} \sin \Omega_n \psi_{01} \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sum_{n=1}^{M} \sqrt{\frac{2\Omega_n}{N}} \left[ \Gamma_{n0} \cos \Omega_n \psi_{0N} \quad -\psi_{n0} \sin \Omega_n \psi_{0N} \right] \end{bmatrix} \]

Diagonal : \(N \times N\) (3.90)

\[ O_{mt} = [0] \quad N \times M \] (3.91)

\[ P_{mt} = [0] \quad N \times M \] (3.92)

\[ Q_{mt} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \quad N \times N \] (3.93)

\[ R_{mt} = [0] \quad N \times N \] (3.94)

When \(D_f\) is evaluated at the equilibrium point, block \(N_{mt}\) is a zero matrix.
3.2.2  Linearization by Method of Collective Variables

Finally we do a linearization by defining collective variables as we did in Section 2.2.3. The development is completely analogous except that now we have collective variables for each tone, i.e. where we had the variable $\mathcal{B}$ in Section 2.2.3 we will have $M$ variables, $\mathcal{B}_n$. Likewise we will have the variables $\mathcal{P}_n$ that will be $M$ in number. After the definitions are made we derive differential equations for the new variables and linearize them about the equilibrium point.

We begin by noting that we will want:

$$\Xi_n \equiv \Gamma_n + i\psi_n$$  \hspace{1cm} (3.95)

With this definition one can derive the following differential equation for $\Xi_n$:

$$\dot{\Xi}_n = i\sqrt{\frac{2\Omega_n}{N}} \sum_{j=1}^{N} e^{i\Omega_n \psi_{0j}} - i\delta \Omega_n \Xi_n$$  \hspace{1cm} (3.96)

Define a bunching parameter for the $n^{th}$ tone based on the first term on the right hand side of (3.96).

$$\mathcal{B}_n \equiv i\sqrt{\frac{2}{N\Omega_n}} \sum_{j=1}^{N} e^{i\Omega_n \psi_{0j}}$$  \hspace{1cm} (3.97)

With (3.97) the new differential equation for $\Xi_n$ becomes:

$$\dot{\Xi}_n = \Omega_n \mathcal{B}_n - i\delta \Omega_n \Xi_n$$  \hspace{1cm} (3.98)

We now want to derive a differential equation for $\mathcal{B}_n$. Differentiating (3.97) and using (3.66) we get:

$$\dot{\mathcal{B}}_n = -\Omega_n \sqrt{\frac{2}{N\Omega_n}} \sum_{j=1}^{N} \Gamma_{0j} e^{i\Omega_n \psi_{0j}}$$  \hspace{1cm} (3.99)

From this we define a new variable, $\mathcal{P}_n$, such that (3.99) becomes:

$$\dot{\mathcal{B}}_n = i\Omega_n \mathcal{P}_n$$  \hspace{1cm} (3.100)
The definition for $P_n$ is:

$$P_n \equiv i \sqrt{\frac{2}{N \Omega_n}} \sum_{j=1}^{N} \Gamma_{0j} e^{i \Omega_n \psi_{0j}}$$  \hspace{1cm} (3.101)$$

We then derive the differential equation for $P_n$ by differentiating (3.101) and using (3.65), (3.66), and (A.4). After some work we arrive at:

$$\dot{P}_n = -\frac{1}{N \Omega_n^2} \sum_{j=1}^{N} \left\{ \sum_{k=1}^{M} \Omega_k^2 \left[ \Xi_{k} e^{-i(\Omega_k - \Omega_n) \psi_{0j}} - \Xi_{k}^* e^{i(\Omega_k + \Omega_n) \psi_{0j}} \right] + \sqrt{2 N \Omega_n \Gamma_{0j}^2} e^{i \Omega_n \psi_{0j}} \right\}$$  \hspace{1cm} (3.102)$$

We now separate the term in the summation in which $k = n$. The result may be expressed as:

$$\dot{P}_n = -\Omega_n \Xi_n - \frac{1}{N \Omega_n^2} \sum_{j=1}^{N} \left\{ \sum_{k=1}^{M} \Omega_k^2 \left[ \Xi_{k} e^{-i(\Omega_k - \Omega_n) \psi_{0j}} + \Xi_{k}^* e^{i(\Omega_k + \Omega_n) \psi_{0j}} \right] - \Xi_{n}^* e^{i(\Omega_k + \Omega_n) \psi_{0j}} \right\}$$  \hspace{1cm} (3.103)$$

Linearizing equation (3.103) about the equilibrium leaves the following $3 \times 3$ system per tone (see Appendix C for details of the linearization.):

$$\dot{\Xi}_n = \Omega_n B_n - i \delta \Omega_n \Xi_n$$  \hspace{1cm} (3.104)$$

$$\dot{B}_n = i \Omega_n P_n$$  \hspace{1cm} (3.105)$$

$$\dot{P}_n = -\Omega_n \Xi_n$$  \hspace{1cm} (3.106)$$

Therefore, for a system of $M$ tones one gets the following decoupled block diagonal system:

$$\dot{w} = D w$$  \hspace{1cm} (3.107)$$

The structure of the vector $w$ is:

$$w = [\Xi_1 \ B_1 \ \Xi_2 \ B_2 \ \cdots \ \Xi_M \ B_M \ \mathcal{P}_M]^T$$  \hspace{1cm} (3.108)$$
The structure of $\mathcal{D}$ is:
\[
\mathcal{D} = \begin{bmatrix}
\mathcal{D}_1 & 0 & \ldots & 0 \\
0 & \mathcal{D}_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathcal{D}_M \\
\end{bmatrix} \quad 3M \times 3M \tag{3.109}
\]

The blocks, $\mathcal{D}_n$ are given by:
\[
\mathcal{D}_n = \begin{bmatrix}
-i\delta\Omega_n & \Omega_n & 0 \\
0 & 0 & i\Omega_n \\
-\Omega_n & 0 & 0 \\
\end{bmatrix} \tag{3.110}
\]

Since the frequencies are decoupled in (3.107) we may compute a general expression for the eigenvalues of (3.110) which will apply for all $n$. This expression is:
\[
\mu^3 + i\delta\Omega_n\mu^2 + i\Omega_n^2 = 0 \tag{3.111}
\]
Note that if we substitute the relation $\mu = \Omega_n\lambda$ we obtain equation (2.73). Therefore solutions to (2.73) need only be scaled by $\Omega_n$ to be a solution to (3.111). In this way we see that higher frequencies have larger growth rates.
Chapter 4

Conclusions

4.1 Results

The majority of the thesis is devoted to a redevelopment of a Lagrangian multi-tone model for a TWT. The model developed is not materially novel, but the choice of coordinates is; this includes the multitone model written in Hamiltonian coordinates. The coordinates are chosen in part for the model’s amenability to analysis with tools from dynamical systems theory when written in these coordinates. Furthermore, in the model development we stress that Lagrangian coordinates are a fluid description and the TWT model is described by partial differential equations. As a separate step we discretize the partial differential equations by choosing a finite number of fluid elements. The result of this is a TWT description using ordinary differential equations. This distinction between the Lagrangian coordinates and the discretization is often confused in the literature.

Several results of numerical integration of the model equations are presented in the thesis. We discuss the issue of stiffness which occurs in the models, and its effect on integration routines. In Figure 2.5 a novel illustration of electron beam evolution is presented which stresses the partial vs. ordinary differential equation descriptions.

The linearization of the discretized Lagrangian models as performed in the thesis cannot be found elsewhere in the literature. The linearization confirms the instability in the model, and offers a unique perspective on the coupling between
different state variables via the eigenvalue and eigenvector analysis. The linearization by collective variables offers even further physical insight and a reduced dimensional system view of the TWT.

Lastly, the level of detail included in physical descriptions of the model equations is very high and as such is a good place for one unfamiliar with such models to become introduced to them.

4.2 Future Work

One can simplify the discretized multitone model and write it as an affine system. This system is “mildly” nonlinear, and in fact contains just the right amount of detail to predict growth of unwanted frequencies. This model is being investigated for insight into the generation of intermodulation and harmonic frequencies. In conjunction with the affine system we are investigating quasi-linear equations that are related to the Lagrangian model to decidedly identify the mechanism of intermodulation and harmonic growth. With information garnered from these studies we hope to prescribe electron beam modulation strategies for reduction of the unwanted spectral content.
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Appendix A

Useful Identities

For $A \equiv a_1 + ia_2, \psi \in R$:

$$\frac{1}{2} \left[ A e^{i\psi} + \text{c.c.} \right] = a_1 \cos \psi - a_2 \sin \psi$$

$$= \frac{\partial}{\partial \psi} \left\{ \frac{1}{2i} \left[ A e^{i\psi} - \text{c.c.} \right] \right\}$$

(A.1)

$$\frac{1}{2i} \left[ A e^{i\psi} - \text{c.c.} \right] = a_2 \cos \psi + a_1 \sin \psi$$

$$= -\frac{\partial}{\partial \psi} \left\{ \frac{1}{2} \left[ A e^{i\psi} + \text{c.c.} \right] \right\}$$

(A.2)

$$\frac{1}{2} \left[ A e^{-i\psi} + \text{c.c.} \right] = a_1 \cos \psi + a_2 \sin \psi$$

$$= -\frac{\partial}{\partial \psi} \left\{ \frac{1}{2i} \left[ A e^{-i\psi} - \text{c.c.} \right] \right\}$$

(A.3)

$$\frac{1}{2i} \left[ A e^{-i\psi} - \text{c.c.} \right] = a_2 \cos \psi - a_1 \sin \psi$$

$$= \frac{\partial}{\partial \psi} \left\{ \frac{1}{2} \left[ A e^{-i\psi} + \text{c.c.} \right] \right\}$$

(A.4)

Where c.c. denotes complex conjugate.
Appendix B

Alternative Model Equations

In many cases the TWT equations can be written differently from what is presented in the body of the thesis. Since these alternate representations do not add conceptually to the material we present them in this appendix. In B.1 the single tone equations are presented in variables similar to that used in the FEL theory of [8]. Additionally, the single tone equations are written with magnitude and phase variables for the voltage amplitude. In B.2 we present similar results for the multitone model.

B.1 Single Tone Model in Alternative Variables

The single tone discretized TWT model as presented in Chapter 2 is essentially identical to the model derived for a high gain FEL in [8]. The variables in [8] differ from our choices and therefore we present our models in the complex notation of [8]. In B.1.1 the cold circuit phase velocity reference frame formulation including model equations and Hamiltonian is presented. In B.1.2 we transform the results in B.1.1 to the initial electron beam velocity reference frame. In B.1.3 equations (2.37)-(2.44) are written in complex variables. Finally, in B.1.4 equations (2.37)-(2.44) are written in magnitude and phase variables.
B.1.1 Equations (2.20)-(2.23) in Complex Variables

See section 2.1.3 for the discretized TWT model as formulated in the cold circuit phase velocity reference frame.

Model Equations

The variables $a_1$ and $a_2$ may be combined into a complex variable and equations (2.20)-(2.23) may be written as:

\[
\dot{A} = -i\langle e^{-i\Phi_j} \rangle \quad (B.1)
\]

\[
\dot{w}_j = -i[Ae^{i\Phi_j} - c.c.] \quad j = 1, \ldots, N \quad (B.2)
\]

\[
\dot{\Phi}_j = w_j \quad j = 1, \ldots, N \quad (B.3)
\]

where $A \equiv \frac{a_1}{4} + i\frac{a_2}{4}$ and $\langle \cdot \rangle$ indicates average over all particles ($\langle \cdot \rangle = N^{-1} \sum_{j=1}^{N}$).

Hamiltonian

Hamiltonian function:

\[
H = \sum_{j=1}^{N} \frac{w_j^2}{2} + \left[ A \sum_{j=1}^{N} e^{i\Phi_j} + c.c. \right] \quad (B.4)
\]

The equations of motion are generated by:

\[
\dot{\Phi}_j = \frac{\partial H}{\partial w_j} \quad j = 1, \ldots, N \quad (B.5)
\]

\[
\dot{w}_j = -\frac{\partial H}{\partial \Phi_j} \quad j = 1, \ldots, N \quad (B.6)
\]

\[
\dot{A} = -i \frac{\partial H}{N \partial A^*} \quad (B.7)
\]
B.1.2 Equations (B.1)-(B.3) in the Beam Frame

Model Equations

Equations (B.1)-(B.3) may be transformed from the circuit frame to the beam frame by letting $\mathcal{A} \equiv A e^{ib\gamma}$ and using transformations (2.35) and (2.36). The transformation yields:

\[
\mathcal{A} = -i\langle e^{-ib\gamma} \rangle + ib\mathcal{A} \quad \text{(B.8)}
\]

\[
\hat{\Gamma}_j = -i[A e^{ib\gamma} - \text{c.c.}] \quad j = 1, \ldots, N \quad \text{(B.9)}
\]

\[
\dot{\psi}_j = \Gamma_j \quad j = 1, \ldots, N \quad \text{(B.10)}
\]

Hamiltonian

Hamiltonian function:

\[
H = \sum_{j=1}^{N} \frac{\Gamma_j^2}{2} + \left[ A \sum_{j=1}^{N} e^{ib\gamma_j} + \text{c.c.} \right] - N b \mathcal{A} \mathcal{A}^* \quad \text{(B.11)}
\]

The equations of motion are generated by:

\[
\dot{\psi}_j = \frac{\partial H}{\partial \Gamma_j} \quad j = 1, \ldots, N \quad \text{(B.12)}
\]

\[
\hat{\Gamma}_j = -i \frac{\partial H}{\partial \psi_j} \quad j = 1, \ldots, N \quad \text{(B.13)}
\]

\[
\dot{\mathcal{A}} = -i \frac{\partial H}{N \partial \mathcal{A}^*} \quad \text{(B.14)}
\]

B.1.3 Equations (2.37)-(2.44) in Complex Variables

Model Equations

If we define $\Xi \equiv \Gamma_0 + i\psi_0$, then equations (2.37)-(2.40) become:

\[
\dot{\Xi} = -\sqrt{2N} \langle e^{ib\gamma} \rangle - ib\Xi \quad \text{(B.15)}
\]
\[ \hat{\Gamma}_j = \frac{1}{\sqrt{2N}} \left[ \Xi e^{-i\psi_j} + c.c. \right] \quad j = 1, \ldots, N \quad (B.16) \]
\[ \hat{\psi}_j = \Gamma_j \quad j = 1, \ldots, N \quad (B.17) \]

\( \langle \cdot \rangle \) indicates average over all particles \( (\langle \cdot \rangle = N^{-1} \sum_{j=1}^{N} \cdot) \).

**Hamiltonian**

Equation (2.41) becomes:
\[ H = \sum_{j=1}^{N} \frac{\Gamma_j^2}{2} - \frac{i}{\sqrt{2N}} \left[ \Xi \sum_{j=1}^{N} e^{-i\psi_j} - c.c. \right] - \frac{b}{2} \Xi \Xi^* \quad (B.18) \]

\( \Xi^* \) is the complex conjugate of \( \Xi \). Equations (2.42)-(2.43) become:
\[ \dot{\psi}_j = \frac{\partial H}{\partial \Gamma_j} \quad j = 1, \ldots, N \quad (B.19) \]
\[ \dot{\Gamma}_j = -\frac{\partial H}{\partial \psi_j} \quad j = 1, \ldots, N \quad (B.20) \]
\[ \dot{\Xi} = 2i \frac{\partial H}{\partial \Xi^*} \quad (B.21) \]

The conserved quantity in equation (2.44) becomes:
\[ \Delta_{st} = \sum_{j=1}^{N} \Gamma_j + \frac{1}{2} \Xi \Xi^* \quad (B.22) \]

**B.1.4 Equations (2.37)-(2.44) in Magnitude and Phase Variables**

Another useful way of writing equations (2.37)-(2.44) is by the introduction of magnitude (squared) and phase variables for the voltage amplitude. The variable transformation we will use is:
\[ J = \frac{\psi_0^2 + \Gamma_0^2}{2} \quad (B.23) \]
\[ \theta = \tan^{-1} \frac{\Gamma_0}{\psi_0} \quad (B.24) \]

One can show that \( \frac{\partial J}{\partial \psi_0} \frac{\partial \theta}{\partial \Gamma_0} - \frac{\partial J}{\partial \Gamma_0} \frac{\partial \theta}{\partial \psi_0} = 1 \). Thus the transformation preserves the Hamiltonian structure of equations (2.37)-(2.43) [51, pg. 169].
Model Equations

Differential equations for $J$ and $\theta$ are derived by using equations (2.37)-(2.40). The resulting equations are:

$$\dot{J} = -\frac{2}{\sqrt{N}} \sqrt{J} \sum_{j=1}^{N} \sin(\psi_j + \theta)$$  \hspace{1cm} (B.25)

$$\dot{\theta} = -\frac{1}{\sqrt{N} \sqrt{J}} \sum_{j=1}^{N} \cos(\psi_j + \theta) + b$$  \hspace{1cm} (B.26)

$$\dot{\Gamma}_j = \frac{2}{\sqrt{N}} \sqrt{J} \sin(\psi_j + \theta) \quad j = 1, \ldots, N$$  \hspace{1cm} (B.27)

$$\dot{\psi}_j = \Gamma_j \quad j = 1, \ldots, N$$  \hspace{1cm} (B.28)

Hamiltonian

Equation (2.41) becomes:

$$H = \sum_{j=1}^{N} \frac{\Gamma_j^2}{2} + \frac{2}{\sqrt{N}} \sqrt{J} \sum_{j=1}^{N} \cos(\psi_j + \theta) - bJ$$  \hspace{1cm} (B.29)

Equations (2.42)-(2.43) become:

$$\dot{\psi}_j = \frac{\partial H}{\partial \Gamma_j} \quad j = 1, \ldots, N$$  \hspace{1cm} (B.30)

$$\dot{\Gamma}_j = -\frac{\partial H}{\partial \psi_j} \quad j = 1, \ldots, N$$  \hspace{1cm} (B.31)

$$\dot{J} = \frac{\partial H}{\partial \theta}$$  \hspace{1cm} (B.32)

$$\dot{\theta} = -\frac{\partial H}{\partial J}$$  \hspace{1cm} (B.33)

The conserved quantity in equation (2.44) becomes:

$$\Delta_{st} = \sum_{j=1}^{N} \Gamma_j + J$$  \hspace{1cm} (B.34)
B.2  Multitone Model in Alternative Variables

Model equations and Hamiltonians are presented in complex variables for the multitone equations (3.57)-(3.60) in B.2.1 and for (3.63)-(3.70) in B.2.2. In B.2.3 equations (3.63)-(3.70) are written with magnitude and phase variables for the tone amplitudes.

B.2.1  Equations (3.57)-(3.60) in Complex Variables

Model Equations

\[ \dot{A}_n = i \Omega_n e^{i \delta \Omega_n A_n} \quad n = 1, \ldots, M \quad (B.35) \]

\[ \dot{\Gamma}_j = i \sum_{k=1}^{M} \Omega_k \left[ A_k e^{-i \delta \Omega_k \psi_j} - c.c. \right] \quad j = 1, \ldots, N \quad (B.36) \]

\[ \dot{\psi}_j = \Gamma_j \quad j = 1, \ldots, N \quad (B.37) \]

where \( A_n \equiv \frac{\alpha_n}{4} + i \frac{\beta_n}{4} \) and \( \langle \cdot \rangle \) denotes average over all particles (\( \langle \cdot \rangle = N^{-1} \sum_{j=1}^{N} \)).

Hamiltonian

Hamiltonian function:

\[ H = \sum_{j=1}^{N} \left[ \frac{\Gamma_j^2}{2} + \sum_{n=1}^{M} (A_n e^{-i \delta \Omega_n \psi_j} + c.c.) \right] - N \delta \sum_{n=1}^{M} A_n A_n^* \quad (B.38) \]

where \( A_n^* \) denotes complex conjugate. The equations of motion are generated by:

\[ \dot{\Gamma}_j = - \frac{\partial H}{\partial \psi_j} \quad j = 1, \ldots, N \quad (B.39) \]

\[ \dot{\psi}_j = \frac{\partial H}{\partial \Gamma_j} \quad j = 1, \ldots, N \quad (B.40) \]

\[ \dot{A}_n = i \frac{\Omega_n}{N} \frac{\partial H}{\partial A_n^*} \quad n = 1, \ldots, M \quad (B.41) \]
B.2.2 Equations (3.63)-(3.70) in Complex Variables

Model Equations

\[ \dot{\psi}_n = i \sqrt{2 \Omega_n N} \langle e^{i \Omega_n \psi_{0j}} \rangle - i \delta \Omega_n \Xi_n \quad n = 1, \ldots, M \] (B.42)

\[ \dot{\Gamma}_{0j} = \frac{i}{\sqrt{2N}} \sum_{k=1}^{M} \Omega_{k}^{\frac{3}{2}} \left[ \Xi_k e^{-i \Omega_k \psi_{0j}} - c.c. \right] \quad j = 1, \ldots, N \] (B.43)

\[ \dot{\psi}_{0j} = \Gamma_{0j} \quad j = 1, \ldots, N \] (B.44)

where \( \Xi_n \equiv \Gamma_{n0} + i \psi_{n0} \) and \( \langle \cdot \rangle \) denotes average over all particles \( \langle \cdot \rangle = N^{-1} \sum_{j=1}^{N} \).

Hamiltonian

Hamiltonian function:

\[ H = \sum_{j=1}^{N} \left[ \frac{\Gamma_{0j}^2}{2} + \frac{1}{\sqrt{2N}} \sum_{n=1}^{M} \Omega_{n}^{\frac{3}{2}} \left( \Xi_n e^{-i \Omega_n \psi_{0j}} + c.c. \right) \right] - \frac{\delta}{2} \sum_{n=1}^{M} \Omega_n \Xi_n \Xi_n^* \] (B.45)

where \( \Xi_n^* \) denotes complex conjugate. The equations of motion are generated by:

\[ \dot{\Gamma}_{0j} = -\frac{\partial H}{\partial \psi_{0j}} \quad j = 1, \ldots, N \] (B.46)

\[ \dot{\psi}_{0j} = -\frac{\partial H}{\partial \Gamma_{0j}} \quad j = 1, \ldots, N \] (B.47)

\[ \dot{\Xi}_n = 2i \frac{\partial H}{\partial \Xi_n^*} \quad n = 1, \ldots, M \] (B.48)

The conserved quantity in (3.70) becomes:

\[ \Delta_{mt} = \sum_{j=1}^{N} \Gamma_{0j} + \sum_{n=1}^{M} \frac{\Omega_n}{2} \Xi_n \Xi_n^* \] (B.49)

B.2.3 Equations (3.63)-(3.70) in Magnitude and Phase Variables

We define magnitude (squared) and phase variables by the transformation:

\[ J_n = \frac{\psi_{n0}^2 + \Gamma_{n0}^2}{2} \] (B.50)
\[ \theta_n = \tan^{-1} \frac{\Gamma_n}{\psi_n} \quad (B.51) \]

**Model Equations**

Differential equations for \( J_n \) and \( \theta_n \) are derived using equations (3.63)-(3.66).

The resulting equations are:

\[
\begin{align*}
\dot{J}_n &= 2 \sqrt{\frac{\Omega_n}{N}} \sqrt{J_n} \sum_{j=1}^{N} \cos(\Omega_n \psi_0 + \theta_n) \
\dot{\theta}_n &= \left( -\sqrt{\frac{\Omega_n}{N}} \frac{1}{\sqrt{J_n}} \sum_{j=1}^{N} \sin(\Omega_n \psi_0 + \theta_n) \right) + \delta \Omega_n \quad n = 1, \ldots, M \quad (B.52) \\
\dot{\Gamma}_0 &= -2 \sqrt{N} \sum_{k=1}^{M} \sqrt{J_k \Omega_k^2} \cos(\Omega_k \psi_0 + \theta_k) \quad j = 1, \ldots, N \quad (B.53) \\
\dot{\psi}_0 &= \Gamma_0 \quad j = 1, \ldots, N \quad (B.54)
\end{align*}
\]

**Hamiltonian**

Hamiltonian function:

\[
H = \sum_{j=1}^{N} \left[ \frac{\Gamma_0^2}{2} + \frac{2}{\sqrt{N}} \sum_{j=1}^{M} \sqrt{J_n \Omega_n} \sin(\Omega_n \psi_0 + \theta_n) \right] - \delta \sum_{n=1}^{M} \Omega_n J_n \quad (B.56)
\]

The equations of motion are generated by:

\[
\begin{align*}
\dot{\Gamma}_0 &= -\frac{\partial H}{\partial \psi_0} \quad j = 1, \ldots, N \quad (B.57) \\
\dot{\psi}_0 &= \frac{\partial H}{\partial \Gamma_0} \quad j = 1, \ldots, N \quad (B.58) \\
\dot{J}_n &= \frac{\partial H}{\partial \theta_n} \quad n = 1, \ldots, M \quad (B.59) \\
\dot{\theta}_n &= -\frac{\partial H}{\partial J_n} \quad n = 1, \ldots, M \quad (B.60)
\end{align*}
\]
The conserved quantity in (3.70) becomes:

\[ \Delta_{nt} = \sum_{j=1}^{N} \Gamma_{0j} + \sum_{n=1}^{M} \Omega_{n} J_{n} \]  

(B.61)
Appendix C

Multitone Collective Variable Linearization

In this appendix we linearize (3.103) restated here as:

\[
\dot{P}_n = g(\Gamma_{n0}, \psi_{n0}, \Gamma_{k0}, \psi_{k0}, \psi_{0j}, \Gamma_{0j})
\]  

\[
g(\Gamma_{n0}, \psi_{n0}, \Gamma_{k0}, \psi_{k0}, \psi_{0j}, \Gamma_{0j}) = \]

\[
-\Omega_n (\Gamma_{n0} + i\psi_{n0}) - \frac{1}{N\Omega_n^2} \sum_{j=1}^{N} \left\{ \sum_{k=1}^{M} \Omega_k^3 \left[ (\Gamma_{k0} + i\psi_{k0}) e^{-i(\Omega_k - \Omega_n)\psi_{0j}} \right. \right. \\
- \left. \left. (\Gamma_{k0} - i\psi_{k0}) e^{i(\Omega_k + \Omega_n)\psi_{0j}} \right] - \Omega_n^3 (\Gamma_{n0} - i\psi_{n0}) e^{i2\Omega_n\psi_{0j}} + \sqrt{2N\Omega_n} e^{i\Omega_n\psi_{0j}} \right\}
\]

The definition of \( \Xi_n \) given in (3.95) is used above. Even though \( g \) depends on \( \Xi_k \) for \( k = 1, \ldots, M \) and \( \psi_{0j}, \Gamma_{0j} \) for \( j = 1, \ldots, N \), we indicate each variable only once in \( g \)'s definition. Also \( \Xi_n \) is indicated differently than \( \Xi_k \), that is \( \Xi \) for \( n \neq k \), since \( g \) depends on these quantities differently.

We define the vector \( \mathbf{x} \) as:

\[
\mathbf{x} \equiv [\Gamma_{n0} \psi_{n0} \Gamma_{k0} \psi_{k0} \psi_{0j} \Gamma_{0j}]^T
\]

We indicate the value of \( \mathbf{x} \) about which we are going to Taylor expand as:

\[
\mathbf{x} \equiv [\Gamma_{n0} \psi_{n0} \Gamma_{k0} \psi_{k0} \psi_{0j} \Gamma_{0j}]^T
\]

\[
= [0 0 0 0 \frac{(j - 1)2\pi}{N} 0]^T
\]  

(C.4)
And finally we have the perturbation of the vector $x$:

$$\delta x \equiv x - \bar{x}$$

$$= [\delta \Gamma_{n0} \delta \psi_{n0} \delta \psi_{k0} \delta \psi_{0j} \delta \Gamma_{0j}]^T$$

for $k = 1, \ldots, M$

$k \neq n$

and

$$j = 1, \ldots, N$$

(C.5)

The Taylor series expansion to first order of $g$ is:

$$g(\Gamma_{n0}, \psi_{n0}, \Gamma_{k0}, \psi_{k0}, \psi_{0j}, \Gamma_{0j}) \approx$$

$$g(\bar{x}) + \frac{\partial g}{\partial \Gamma_{n0}} |_{\bar{x}} \delta \Gamma_{n0} + \frac{\partial g}{\partial \psi_{n0}} |_{\bar{x}} \delta \psi_{n0} + \frac{\partial g}{\partial \Gamma_{k0}} |_{\bar{x}} \delta \Gamma_{k0}$$

$$+ \frac{\partial g}{\partial \psi_{k0}} |_{\bar{x}} \delta \psi_{k0} + \frac{\partial g}{\partial \psi_{0j}} |_{\bar{x}} \delta \psi_{0j} + \frac{\partial g}{\partial \Gamma_{0j}} |_{\bar{x}} \delta \Gamma_{0j}$$

(C.6)

Next we compute the derivatives in (C.6).

$$\frac{\partial g}{\partial \Gamma_{n0}} |_{\bar{x}} = -\Omega_n + \frac{\Omega_n^2}{N} \sum_{j=1}^{N} e^{i2\Omega_n \bar{\psi}_{0j}}$$

(C.7)

$$\frac{\partial g}{\partial \psi_{n0}} |_{\bar{x}} = -i\Omega_n - i\frac{\Omega_n}{N} \sum_{j=1}^{N} e^{i2\Omega_n \bar{\psi}_{0j}}$$

(C.8)

$$\frac{\partial g}{\partial \Gamma_{k0}} |_{\bar{x}} = -\frac{\Omega_k^3}{N \Omega_n^2} \sum_{j=1}^{N} \left[ e^{-i(\Omega_k - \Omega_n) \bar{\psi}_{0j}} - e^{i(\Omega_k + \Omega_n) \bar{\psi}_{0j}} \right]$$

(C.9)

$$\frac{\partial g}{\partial \psi_{k0}} |_{\bar{x}} = -i\frac{\Omega_k}{N \Omega_n} \sum_{j=1}^{N} \left[ e^{-i(\Omega_k - \Omega_n) \bar{\psi}_{0j}} + e^{i(\Omega_k + \Omega_n) \bar{\psi}_{0j}} \right]$$

(C.10)

$$\frac{\partial g}{\partial \psi_{0j}} |_{\bar{x}} = \frac{1}{N \Omega_n^2} \left\{ \sum_{k=1}^{M} i \Omega_k^2 \left[ (\Omega_k - \Omega_n) (\bar{\Gamma}_{k0} + i \bar{\psi}_{k0}) e^{-i(\Omega_k - \Omega_n) \bar{\psi}_{0j}} \right. \right.$$

$$+ (\Omega_k + \Omega_n) (\bar{\Gamma}_{k0} - i \bar{\psi}_{k0}) e^{i(\Omega_k + \Omega_n) \bar{\psi}_{0j}} \right.$$

$$+ i2\Omega_k^2 (\bar{\Gamma}_{n0} - i \bar{\psi}_{n0}) e^{i2\Omega_n \bar{\psi}_{0j}}$$

$$- i\sqrt{2} \Omega_n (\bar{\Gamma}_{0j} \psi_{0j} e^{i\Omega_n \bar{\psi}_{0j}} \right\}$$

(C.11)

$$\frac{\partial g}{\partial \Gamma_{0j}} |_{\bar{x}} = -\frac{8}{N \Omega_n \bar{\Gamma}_{0j} e^{i\Omega_n \bar{\psi}_{0j}}}$$

(C.12)
To determine the values of (C.7)-(C.12) we substitute the values of \( \mathbf{x} \) in (C.4). By inspection one can see that:

\[
\frac{\partial g}{\partial \psi_{0j}} \bigg|_{\mathbf{x}} = 0 \quad (C.13)
\]
\[
\frac{\partial g}{\partial \Gamma_{0j}} \bigg|_{\mathbf{x}} = 0 \quad (C.14)
\]

To compute (C.9)-(C.12) we need the following formula for a finite series:

\[
\sum_{j=1}^{N} \alpha^{(j-1)} = \begin{cases} 
\frac{1-\alpha^N}{1-\alpha} & \alpha \neq 1 \\
N & \alpha = 1 
\end{cases} \quad (C.15)
\]

Define the set \( \mathbb{Z}^+ = \{1, 2, 3, \ldots\} \). We will use the notation \( p, q \in \mathbb{Z}^+ \) to indicate that \( p, q \) belong to \( \mathbb{Z}^+ \), and \( r, s \notin \mathbb{Z}^+ \) to indicate that \( r, s \) are not in \( \mathbb{Z}^+ \).

If one substitutes \( \psi_{0j} = \frac{(j-1)2\pi}{N} \) into (C.7) and (C.8), then uses \( \alpha = e^{i\Omega_n \frac{4\pi}{\phi}} \) in (C.15) noting that \( \Omega_n \) is an integer, one gets:

\[
\frac{\partial g}{\partial \Gamma_{n0}} \bigg|_{\mathbf{x}} = \begin{cases} 
-\Omega_n & 2\Omega_n = rN \quad r \notin \mathbb{Z}^+ \\
0 & 2\Omega_n = pN \quad p \in \mathbb{Z}^+ 
\end{cases} \quad (C.16)
\]
\[
\frac{\partial g}{\partial \psi_{n0}} \bigg|_{\mathbf{x}} = \begin{cases} 
-i\Omega_n & 2\Omega_n = rN \quad r \notin \mathbb{Z}^+ \\
-2i\Omega_n & 2\Omega_n = pN \quad p \in \mathbb{Z}^+ 
\end{cases} \quad (C.17)
\]

Similarly substituting the definition of \( \psi_{0j} \) into (C.9) and (C.10), using the appropriate definitions of \( \alpha \), and noting that \( \Omega_k \) and \( \Omega_n \) are integers, one gets:

\[
\frac{\partial g}{\partial \Gamma_{k0}} \bigg|_{\mathbf{x}} = \begin{cases} 
0 & |\Omega_k - \Omega_n| = rN \\
\Omega_k + \Omega_n = sN \quad r, s \notin \mathbb{Z}^+ \\
\Omega_k + \Omega_n = pN \quad p \in \mathbb{Z}^+ \\
0 & |\Omega_k - \Omega_n| = pN \\
\Omega_k + \Omega_n = qN \quad p, q \in \mathbb{Z}^+ 
\end{cases} \quad (C.18)
\]
\[ \frac{\partial g}{\partial \psi_k} \bigg|_\infty = \begin{cases} 
0 & |\Omega_k - \Omega_n| = rN \\
\Omega_k + \Omega_n = sN & r, s \notin \mathbb{Z}^+ \\
i \frac{\Omega_n^2}{2} \Omega_k & |\Omega_k - \Omega_n| = rN & r \notin \mathbb{Z}^+ \\
i \frac{\Omega_n^2}{2} \Omega_k & \Omega_k + \Omega_n = pN & p \in \mathbb{Z}^+ \\
i \frac{2\Omega_n^2}{\Omega_k} & |\Omega_k - \Omega_n| = pN & p \in \mathbb{Z}^+ \\
i \frac{\Omega_n^2}{2} \Omega_k & \Omega_k + \Omega_n = qN & p, q \in \mathbb{Z}^+ 
\end{cases} \quad (C.19) \]

Depending on the relations between \( \Omega_n, \Omega_k, \) and \( N \), equation (C.6) could take on many different forms based on the various expressions in (C.16)-(C.19). If we base our choice of \( N \) on the requirement that there be greater than two disks per period of the highest frequency, the values in (C.16)-(C.19), and hence (C.6), are determined. Recall \( N \) is the number of disks in a period of \( \omega_f \). The number of periods of the frequency corresponding to \( \Omega_n \) in one period of \( \omega_f \) is \( \Omega_n \). Thus the number of disks per period of the frequency corresponding to \( \Omega_n \) is \( \frac{N}{\Omega_n} \), and we require:

\[ \frac{N}{\Omega_n} > 2 \quad (C.20) \]

Notice then that there are no positive integers such that:

\[ 2\Omega_n = lN \quad l \in \mathbb{Z}^+ \quad (C.21) \]

If we consider \( \Omega_n \) to be the largest frequency present, then certainly:

\[ \Omega_n + \Omega_k < 2\Omega_n \quad (C.22) \]

Imposing (C.20) on \( \Omega_n \) leads to the following inequality:

\[ \Omega_n + \Omega_k < N \quad (C.23) \]

Thus there are no positive integers such that:

\[ \Omega_n + \Omega_k = lN \quad l \in \mathbb{Z}^+ \quad (C.24) \]
The preclusion of:
\[ |\Omega_k - \Omega_n| = lN \quad l \in \mathbb{Z}^+ \]  
(C.25)
follows a similar argument. Notice that the conditions we derived in Section 3.1.4 for the number of disks based on frequency separations are even more stringent than having \(2\Omega_n < N\).

Finally, we may compute (C.6). Using \(g(\overline{\mathbf{x}}) = 0\), \(\Xi_n = \delta \Gamma_{n0} + i\delta \psi_{n0}\), and the conditions derived above in (C.16)-(C.19), one gets:
\[ \dot{P}_n = -\Omega_n \Xi_n \]  
(C.26)
Appendix D

Standard Map for Single and Multitone TWT

In this appendix we take the single and multitone models of Appendix B and discretize them to get mappings similar to the standard mapping [35]. The discretization follows a paper by del-Castillo-Negrete [19].

D.1 Single Tone

We start with equations (B.25)-(B.28) in Appendix B. Let \( \tau \) be a time step, and superscript \( t \) be the discrete time index. Discretization of the equations gives:

\[
J^{t+1} = J^t - \frac{2\tau}{\sqrt{N}} \sqrt{J^{t+1}} \sum_{j=1}^{N} \sin(\psi_j^t + \theta^t) \tag{D.1}
\]

\[
\theta^{t+1} = \theta^t - \frac{\tau}{\sqrt{N}} \frac{1}{\sqrt{J^{t+1}}} \sum_{j=1}^{N} \cos(\psi_j^t + \theta^t) + \tau b \tag{D.2}
\]

\[
\Gamma_j^{t+1} = \Gamma_j^t + \frac{2\tau}{\sqrt{N}} \sqrt{J^{t+1}} \sin(\psi_j^t + \theta^t) \quad j = 1, \ldots, N \tag{D.3}
\]

\[
\psi_j^{t+1} = \psi_j^t + \tau \Gamma_j^{t+1} \quad j = 1, \ldots, N \tag{D.4}
\]

The discretized version of the constant of the motion in (B.34) becomes:

\[
\Delta_{st}^t = \sum_{j=1}^{N} \Gamma_j^t + J^t \tag{D.5}
\]

One can check that \( \Delta_{st}^{t+1} = \Delta_{st}^t \); the quantity is still conserved. According to del-Castillo-Negrete [19] the discretized Hamiltonian (energy) is not a conserved quantity,
but the mapping is symplectic (volume preserving). Notice that the discretization is a combination of forward and backward Euler integration schemes.

The equation for $J^{t+1}$ is implicit. We can remedy this by defining $\kappa^t \equiv \sqrt{J^t}$, putting this definition into the equation for $J^{t+1}$, and using the quadratic formula. (Notice that $J^t$ is magnitude squared and $\kappa^t$ is magnitude.) The final mapping is:

$$\kappa^{t+1} = \sqrt{\frac{\tau^2}{N} \left[ \sum_{j=1}^{N} \sin(\psi_j^t + \theta^t) \right]^2 + (\kappa^t)^2 - \frac{\tau}{\sqrt{N}} \sum_{j=1}^{N} \sin(\psi_j^t + \theta^t)} \quad (D.6)$$

$$\theta^{t+1} = \theta^t - \frac{\tau}{\sqrt{N}} \kappa^{t+1} \sum_{j=1}^{N} \cos(\psi_j^t + \theta^t) + \tau b \quad (D.7)$$

$$\Gamma_{j}^{t+1} = \Gamma_{j}^t + \frac{2\tau}{\sqrt{N}} \kappa^{t+1} \sin(\psi_j^t + \theta^t) \quad j = 1, \ldots, N \quad (D.8)$$

$$\psi_{j}^{t+1} = \psi_{j}^t + \tau \Gamma_{j}^{t+1} \quad j = 1, \ldots, N \quad (D.9)$$

### D.2 Multitone

A directly analogous calculation can be done for the multitone model. Discretization of (B.52)-(B.55) yields:

$$J_{n}^{t+1} = J_{n}^t + 2\tau \sqrt{\frac{\Omega_n}{N}} \sqrt{J_{n+1}^{t+1}} \sum_{j=1}^{N} \cos(\Omega_n \psi_{0j}^t + \theta_n^t) \quad n = 1, \ldots, M \quad (D.10)$$

$$\theta_{n}^{t+1} = \theta_n^t - \sqrt{\frac{\Omega_n}{N}} \frac{\tau}{\sqrt{J_{n+1}^t}} \sum_{j=1}^{N} \sin(\Omega_n \psi_{0j}^t + \theta_n^t)$$

$$+ \tau \delta \Omega_n \quad n = 1, \ldots, M \quad (D.11)$$

$$\Gamma_{0j}^{t+1} = \Gamma_{0j}^t - \frac{2\tau}{\sqrt{N}} \sum_{k=1}^{M} \sqrt{J_{k+1}^{t+1}} \Omega_k^2 \cos(\Omega_k \psi_{0j}^t + \theta_k^t) \quad j = 1, \ldots, N \quad (D.12)$$

$$\psi_{0j}^{t+1} = \psi_{0j}^t + \tau \Gamma_{0j} \quad j = 1, \ldots, N \quad (D.13)$$

One can check the following is a conserved quantity:

$$\Delta_{nt}^t = \sum_{j=1}^{N} \Gamma_{0j}^t + \sum_{n=1}^{M} \Omega_n J_n^t \quad (D.14)$$
To get the map for $J_{n}^{t+1}$ to be explicit we define $\kappa_{n}^{t+1} \equiv \sqrt{J_{n}^{t}}$ and produce the new mapping:

$$
\kappa_{n}^{t+1} = \sqrt{\tau^{2} \frac{\Omega_{n}}{N} \left[ \sum_{j=1}^{N} \cos(\Omega_{n} \psi_{0j}^{t} + \theta_{n}^{t}) \right]^{2} + (\kappa_{n}^{t})^{2}} \\
+ \tau \sqrt{\frac{\Omega_{n}}{N}} \sum_{j=1}^{N} \cos(\Omega_{n} \psi_{0j}^{t} + \theta_{n}^{t}) \quad n = 1, \ldots, M \quad (D.15)
$$

$$
\theta_{n}^{t+1} = \theta_{n}^{t} - \sqrt{\frac{\Omega_{n}}{N} \kappa_{n}^{t+1}} \sum_{j=1}^{N} \sin(\Omega_{n} \psi_{0j}^{t} + \theta_{n}^{t}) \\
+ \tau \delta \Omega_{n} \quad n = 1, \ldots, M \quad (D.16)
$$

$$
\Gamma_{0j}^{t+1} = \Gamma_{0j}^{t} - \frac{2\tau}{\sqrt{N}} \sum_{k=1}^{M} \kappa_{k}^{t+1} \Omega_{k}^{3} \cos(\Omega_{k} \psi_{0j}^{t} + \theta_{k}^{t}) \quad j = 1, \ldots, N \quad (D.17)
$$

$$
\psi_{0j}^{t+1} = \psi_{0j}^{t} + \tau \Gamma_{0j} \quad j = 1, \ldots, N \quad (D.18)
$$